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#### Abstract

We study the occurrence of domain branching in a class of $(d+1)$-dimensional sharp interface models featuring the competition between an interfacial energy and a non-local field energy. Our motivation comes from branching in uniaxial ferromagnets corresponding to $d=2$, but our result also covers twinning in shape-memory alloys near an austenite-twinned-martensite interface (corresponding to $d=1$, thereby recovering a result of [Conoo]).

We prove that the energy density of a minimising configuration in a large cuboid domain $Q_{L, T}=[-L, L]^{d} \times[0, T]$ scales like $T^{-\frac{2}{3}}$ (irrespective of the dimension $d$ ) if $L \gg T^{\frac{2}{3}}$. While this already provides a lot of insight into the nature of minimisers, it does not characterise their behaviour close to the top and bottom boundaries of the sample, i.e. in the region where the branching is concentrated. More significantly, we show that minimisers exhibit a self-similar behaviour near the top and bottom boundaries in a statistical sense through local energy bounds: for any minimiser in $Q_{L, T}$, the energy density in a small cuboid $Q_{\ell, t}$ centred at the top or bottom boundaries of the sample, with side lengths $\ell \gg t^{\frac{2}{3}}$, satisfies the same scaling law, that is, it is of order $t^{-\frac{2}{3}}$.
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## 1. Introduction

In this article we revisit the mathematical study of domain branching in ferromagnets. We will do so working within the framework of micromagnetism, a powerful continuum theory which successfully explains observations of phenomena in ferromagnetic materials on many length scales, ranging from nanometres to microns. All of these scales are large enough to neglect the description of the atomic structure of the material, hence allowing for the use of continuum physics.

[^0]A ferromagnet, like iron, is a material having a high susceptibility to magnetisation, that is, they are noticeably attracted to the magnetic fields generated by magnets. The strength of the magnetisation depends on that of the applied field, and may persist even if the external field is removed. At the atomic level, this is explained by parallel magnetic alignment of neighbouring atoms.

The main quantity of interest in this theory is the magnetisation density $\mathbf{M}$. It is defined as the magnetic dipole moment - which may be thought of as a measure of a dipole's ability to turn itself into alignment with a given applied field - per unit volume. Denoting by $\Omega \subset \mathbb{R}^{3}$ the material sample, it is defined as a vector field in $\Omega$, which, far below the Curie temperature $T_{C}$, has constant length, that is,

$$
|\mathbf{M}|=M_{s} \quad \text { in } \Omega
$$

Here, $M_{s}$ denotes the saturation magnetisation, a material constant (at fixed temperature).
We will next consider the rescaled and extended magnetisation $\mathbf{m}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ defined as $\mathbf{m}=\frac{\mathrm{M}}{M_{\mathrm{s}}}$ in $\Omega$ and zero elsewhere, so that

$$
|\mathbf{m}|^{2}= \begin{cases}1 & \text { in } \Omega \\ 0 & \text { elsewhere }\end{cases}
$$

The magnetisation $m$ induces a stray field (demagnetisation field) $\mathbf{h}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, which is obtained by solving the (normalised) Maxwell equations of magnetostatics

$$
\operatorname{curl} \mathbf{h}=0 \quad \text { and } \quad \operatorname{div}(\mathbf{h}+\mathbf{m})=0 \quad \text { in } \mathbb{R}^{3} .
$$

Hence, $\mathbf{h}$ is the Helmholtz projection of (the extended) $\boldsymbol{m}$. These equations have to be understood in the sense of distributions, the latter equation thus means that

$$
\int_{\mathbb{R}^{3}} \mathbf{h} \cdot \nabla \phi \mathrm{~d} x=-\int_{\Omega} \mathbf{m} \cdot \nabla \phi \mathrm{d} x \quad \forall \phi \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)
$$

In particular, there are two sources for $h$, corresponding to the two components of the divergence of $\mathbf{m}$. For a (sufficiently) smooth $\mathbf{m}$, the densities of these components are given by div $\mathbf{m}$ at points of $\Omega$ and $-\mathbf{m} \cdot v$ at points of the boundary $\partial \Omega$, where $v$ denotes the outer unit normal to $\partial \Omega$. By an analogy with electrostatics, these are called (magnetic) volume and surface charges.

Landau and Lifschitz in [LL44] introduced the so-called Landau-Lifschitz energy for micromagnetism, which has successfully predicted the behaviour of ferromagnets in a vast range of situations. In normalised form, in absence of an applied magnetic field and at fixed temperature (far below $T_{C}$ ), is given by

$$
\mathbf{E}(\mathbf{m})=d^{2} \int_{\Omega}|\nabla \mathbf{m}|^{2} \mathrm{~d} x+Q \int_{\Omega} \varphi(\mathbf{m}) \mathrm{d} x+\int_{\mathbb{R}^{3}}|\mathbf{h}|^{2} \mathrm{~d} x .
$$

Here:

- The first term is the exchange energy. It favours the alignment of the magnetisation along a common direction, that is, a uniform $m$ in $\Omega$. It is of quantum mechanical origin and models a short range attraction between the spins. The material parameter $d$, called exchange length, is its intrinsic length scale.
- The second term is the anisotropy energy. It comes from the interaction of the magnetisation m with the lattice structure of the material.
The non-negative function $\varphi: \mathbb{S}^{2} \rightarrow \mathbb{R}$ enforces a preference for the direction of the magnetisation. We will be interested in the uniaxial case

$$
\varphi(\mathbf{m})=\left|\mathbf{m}^{\prime}\right|^{2}, \quad \text { where } \mathbf{m}^{\prime}=\binom{\mathbf{m}_{1}}{\mathbf{m}_{2}}
$$

which favours the third axis and thus the directions $\pm(0,0,1)$.
The dimensionless material parameter $Q$ is called the quality factor. It separates ferromagnetic materials into two broad classes: soft materials, for which $Q<1$ and hard materials,
for which $Q>1$. We will be interested in strongly uniaxial materials, for which $Q$ is a large parameter.
From now on, we will be interested in the case of an idealised ferromagnet in the form of an infinite slab of thickness $t$ that is normal to the easy axis, i.e. $\mathbb{R}^{2} \times[0, t]$. In order to deal with the unboundedness of the domain, we will impose some artificial periodicity $2 \ell$ in the first two space coordinates, that is, $\Omega=[-\ell, \ell)^{2} \times[0, t]$ and

$$
\mathbf{m}(x)=\mathbf{m}\left(x_{1}+2 \ell, x_{2}, x_{3}\right)=\mathbf{m}\left(x_{1}, x_{2}+2 \ell, x_{3}\right) \quad \forall x \in \mathbb{R}^{3} .
$$

- The third term is the non-local stray field energy. It favours magnetisations whose induced stray field is reduced as much as possible. One has that

$$
\begin{aligned}
& \int_{[-\ell, \ell)^{2} \times \mathbb{R}}|\mathbf{h}|^{2} \mathrm{~d} x \\
& \quad=\min \left\{\int_{[-\ell, \ell)^{2} \times \mathbb{R}}|\widetilde{\mathbf{h}}|^{2} \mathrm{~d} x: \widetilde{\mathbf{h}}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3} \text { is }[-\ell, \ell)^{2} \text {-periodic in }\left(x_{1}, x_{2}\right), \nabla \cdot(\widetilde{\mathbf{h}}+\mathbf{m})=0\right\} \\
& \quad=\left.\left.\int_{[-\ell, \ell)^{2} \times \mathbb{R}}| | \nabla\right|^{-1} \nabla \cdot \mathbf{m}\right|^{2} \mathrm{~d} x,
\end{aligned}
$$

see [OV10, Appendix] for more details on the stray field energy. Hence, instead of minimising the non-local energy $E(\mathbf{m})$, we can also include the field $\mathbf{h}$ in the minimisation, which makes the problem more local, ${ }^{1}$ and is similar to the localisation of the fractional Laplacian via extension, see [CSO7].

We next heuristically explain why and when the parameters of the model allow for domain branching to occur. For a detailed explanation, we refer the reader to [HS98, DKOMo6] and references therein. Also, in these references the variety of microstructures that can be observed in ferromagnets is discussed, including more about the physics background of the model. The expert reader may want to skip this discussion and move on to the statement of the main results in Section 1.1.

Observe that the anisotropy and exchange energies favour the uniform magnetisations $\mathbf{m}=$ $\pm(0,0,1)$. Nevertheless, the distributional divergence of $\pm(0,0,1)$ consist of surface charges of density $\pm 1$ and $\mp 1$ respectively at the top $\left(x_{3}=t\right)$ and bottom $\left(x_{3}=0\right)$ boundaries, which generate a constant stray field $h=\mp 1$ in $\Omega$. This leads to a stray field energy (and thus a Landau-Lifschitz energy) of $t$ per area in the cross section $x_{1} x_{2}$.

However, the stray field energy can be reduced if the third component of the magnetisation (and therefore the surface charges) alternates between $\pm 1$ and $\mp 1$ at the top and bottom boundaries. This corresponds to screening, the main driving principle in electrostatics: the minimising charge distribution has the property that on mesoscopic scales the charges try to arrange themselves in such a way that the macroscopic part of their induced stray field is reduced as much as possible.

Indeed, for a magnetisation that only depends on $x^{\prime}=\left(x_{1}, x_{2}\right)$ and horizontally alternates between $\pm(0,0,1)$ and $\mp(0,0,1)$ with a period $\omega \ll t$, the induced stray field concentrates in a neighbourhood (in the $x_{3}$-direction) of the top and bottom boundaries of size $\omega$, which leads to a stray field energy of order $\omega$ per area in the cross section $x_{1} x_{2}$.

The exchange energy of course prevents that $\mathbf{m}$ jumps, which leads to the formation of domains, i.e. (large) regions where $m$ is nearly constant and equal to $\pm(0,0,1)$, separated by walls, i.e. (small) smooth transition layers between $\pm(0,0,1)$ and $\mp(0,0,1)$. In strongly uniaxial materials (i.e. when $Q$ is large), the latter are the so-called Bloch walls. In this case, $\mathbf{m}$ smoothly rotates in the $x_{2} x_{3}$ plane as one crosses the transition layer in the normal $x_{1}$ direction.

For a magnetisation that only depends on $x_{1}$, by balancing the exchange and anisotropy energies, one finds that the width of the walls $\omega_{\text {wall }}$ must be of order $d Q^{-\frac{1}{2}}$ and that the specific wall energy is of order $d Q^{\frac{1}{2}}$. Letting $\omega_{\text {domain }}$ denote the domain width, this leads to a wall energy contribution, per area in the cross section $x_{1} x_{2}$, of order $d Q^{\frac{1}{2}} \omega_{\text {domain }}^{-1} t$. Hence, combining with

[^1]the stray field energy, we obtain a Landau-Lifschitz energy, per area in the cross section $x_{1} x_{2}$, of order $d Q^{\frac{1}{2}} \omega_{\text {domain }}^{-1} t+\omega_{\text {domain }}$, leading to an optimal domain width $\omega_{\text {domain }}$ and energy per area of order $\left(d Q^{\frac{1}{2}} t\right)^{\frac{1}{2}}$.

Let us observe that for this to be consistent, i.e. for $\omega_{\text {wall }} \ll \omega_{\text {domain }} \ll t$ to hold, the condition $d Q^{\frac{1}{2}} \ll t$ is needed. Thus, in this regime, the uniform magnetisation is energetically beaten. It would then seem natural to think that the minimiser behaves as described above. Nevertheless, by varying the domain width in the $x_{3}$-direction, one can further reduce the energy. Intuitively, it is convenient to have a very small domain width near the top and bottom boundaries to reduce the stray field energy, but away from these surfaces, it is better to have a large domain width to reduce the wall energy.

This is achieved by domain branching, see Figure 1, firstly introduced by Lifschitz [Lif35] (see also [Hub67, HS98]). It is worth mentioning that a similar branching phenomenon, related on a mathematical level to optimal transportation, occurs in type-I superconductors; see [CKOO4, CCKOo8, COS16, CGOS18].


Figure 1. Branched domain structure.
The branching though comes at a price, due to the fact that the inter-facial layers between $\pm(0,0,1)$ and $\mp(0,0,1)$ are now tilted. They thus carry charges in the bulk, which generate a stray field. Letting $\omega_{\text {bulk }}$ denote the domain width in the bulk, arguing similarly as above, one finds that the total (bulk) energy per area in the cross section $x_{1} x_{2}$ is of order $d Q^{\frac{1}{2}} \omega_{\text {bulk }}^{-1} t+\omega_{\text {bulk }}^{2} t^{-1}$, leading to an optimal $\omega_{\text {bulk }}$ of order $\left(d Q^{\frac{1}{2}} t^{2}\right)^{\frac{1}{3}}$ and energy per area in the cross section $x_{1} x_{2}$ of order $\left(\left(d Q^{\frac{1}{2}}\right)^{2} t\right)^{\frac{1}{3}}$. We immediately see that, provided $d Q^{\frac{1}{2}} \ll t$, the branched configuration is energetically advantageous, and that we have consistency, i.e.

$$
\omega_{\text {wall }} \ll \omega_{\text {domain }} \ll \omega_{\text {bulk }} \ll t
$$

holds.
Choksi, Kohn, and Otto [CKO99], were the first to mathematically prove that the above considerations are correct. More precisely, they proved that there exist universal constants $c_{0}, C_{0}>0$ such that

$$
\begin{equation*}
c_{0}\left(\left(d Q^{\frac{1}{2}}\right)^{2} t\right)^{\frac{1}{3}} \leq \frac{1}{\ell^{2}} \min _{\mathbf{m}} \mathrm{E}(\mathbf{m}) \leq C_{0}\left(\left(d Q^{\frac{1}{2}}\right)^{2} t\right)^{\frac{1}{3}} \tag{1.1}
\end{equation*}
$$

in the regime

$$
\begin{equation*}
Q \gg 1, \quad d Q^{\frac{1}{2}} \ll t, \quad \text { and } \quad \ell \gg\left(\left(d Q^{\frac{1}{2}}\right) t^{2}\right)^{\frac{1}{3}} \tag{1.2}
\end{equation*}
$$

Notice that the last condition ensures that the artificially imposed period $2 \ell$ is larger than $\omega_{\text {bulk }}$, i.e. there is enough room for bulk domains to occur. Actually, the model considered in [CKO99] is a sharp-interface reduction of micromagnetics, hence slightly simpler. The exchange energy is replaced by the term $d^{2} \int_{\Omega}|\nabla \mathbf{m}|$, which has to be understood as the total variation in $\Omega$ of the measure $\nabla \mathrm{m}$. This part of the energy essentially captures the total area of the domain walls (up
to the factor $2 d^{2}$ ). Later, in [DKOMo6], an argument to obtain the lower bound for the minimal micromagnetics energy (instead of the sharp-interface model) with the same energy scaling was provided.

Moreover, in [ $\mathrm{CKO}_{9}$ ], the authors proved that if the domain structure is restricted to be independent of $x_{3}$, then the scaling law of the minimum is different, precisely as $\ell^{2}\left(d Q^{\frac{1}{2}} t\right)^{\frac{1}{2}}$. This coincides with the above discussion and strongly suggests that domain branching is required for energy minimisation.

This work extended previous results by Choksi and Kohn [CK98], where analogous result for the 2 D version of the same problem were obtained, to three dimensions. Both articles were motivated by the highly influential work by Kohn and Müller [KM92,KM94] concerning branching of twins near an austenite-twinned-martensite interface. In these papers, the authors identified the scaling law of the minimum energy for a certain non-convex and non-local variational problem regularised by small surface energy. Conti [Conoo] was able to go beyond the scaling law of the minimum energy. Notice that even though the bounds on the minimum energy provide insight about the shape of minimisers, they do not give precise information about the local behaviour of minimisers near the interfaces where branching is expected to occur. The purpose of Conti's work was to address this question, introducing new ideas which allowed for proving that minimisers are self-similar in a statistical sense (a more precise description is given later).

Conti's result was extended to 3D by Viehmann in his Ph.D. thesis [Vieo9]. ${ }^{2}$ In order to get to it, let us start by describing a $\Gamma$-type convergence established by Otto-Viehmann in [OV10], in which the limiting energy turns out to be the 3 D generalisation of the 2 D functional proposed by Kohn-Müller [KM92, KM94].

Given any $\sigma, T>0$, we let

$$
\gamma^{\prime}:=\frac{\left(\sigma T^{2}\right)^{\frac{1}{3}}}{\left(d Q^{\frac{1}{2}} t^{2}\right)^{\frac{1}{3}}} \quad \text { and } \quad \gamma_{3}:=\frac{T}{t}
$$

We then perform the change of variables

$$
\hat{x}^{\prime}=\gamma^{\prime} x^{\prime}, \quad \hat{x}_{3}=\gamma_{3} x_{3}
$$

and define

$$
\varepsilon:=\left(\frac{T}{\sigma}\right)^{\frac{1}{3}}\left(\frac{d Q^{\frac{1}{2}}}{t}\right)^{\frac{1}{3}}=\frac{\gamma_{3}}{\gamma^{\prime}}, \quad \delta:=\left(\frac{T}{\sigma}\right)^{\frac{2}{3}} \frac{d Q^{-\frac{1}{2}}}{\left(d Q^{\frac{1}{2}} t^{2}\right)^{\frac{1}{3}}}=\frac{d Q^{-\frac{1}{2}}}{\sigma} \gamma^{\prime}, \quad L:=\frac{\left(\sigma T^{2}\right)^{\frac{1}{3}}}{\left(d Q^{\frac{1}{2}} t^{2}\right)^{\frac{1}{3}}} \ell=\gamma^{\prime} \ell .
$$

Notice in particular that $\delta \varepsilon^{-2}=Q^{-1}$. Denoting $\hat{x}=\left(\hat{x}^{\prime}, \hat{x}_{3}\right)$ and $\mathbf{h}=\left(\mathbf{h}^{\prime}, \mathbf{h}_{3}\right)$, by rescaling the stray field as

$$
\hat{\mathbf{h}}^{\prime}(\hat{x})=\frac{1}{\varepsilon} \mathbf{h}^{\prime}(x), \quad \hat{\mathbf{h}}_{3}(\hat{x})=\mathbf{h}_{3}(x)
$$

we see that $\widehat{\operatorname{div}} \hat{\mathbf{h}}=\gamma_{3}^{-1} \operatorname{div} \mathbf{h}$, where $\widehat{\operatorname{div}}$ denotes the divergence with respect to the $\hat{x}$ coordinates. We also set $\hat{\mathbf{m}}(\hat{x})=\mathbf{m}(x)$. Finally, we let

$$
\hat{\mathbf{E}}(\hat{\mathbf{m}})=\frac{1}{2} \frac{L^{4}}{\ell^{4}} \frac{t}{T} \mathbf{E}(\mathbf{m})=\frac{1}{2} \frac{\gamma^{\prime 4}}{\gamma_{3}} \mathbf{E}(\mathbf{m}) .
$$

A direct computation then shows that

$$
\hat{\mathbf{E}}(\hat{\mathbf{m}})=\frac{1}{2}\left(\sigma^{2} \delta \int_{(-L, L)^{2} \times(0, T)}\left|\binom{\hat{\nabla}^{\prime}}{\varepsilon \frac{\partial}{\partial \hat{x}_{3}}} \hat{\mathbf{m}}\right|^{2} \mathrm{~d} \hat{x}+\frac{1}{\delta} \int_{(-L, L)^{2} \times(0, T)}\left|\hat{\mathbf{m}}^{\prime}\right|^{2} \mathrm{~d} \hat{x}+\int_{(-L, L)^{2} \times \mathbb{R}}\left|\binom{\hat{\mathbf{h}}^{\prime}}{\frac{1}{\varepsilon} \hat{\mathbf{h}}_{3}}\right|^{2} \mathrm{~d} \hat{x}\right)
$$

and that in the sense of distributions there holds

$$
\hat{\nabla}^{\prime} \cdot\left(\hat{\mathbf{h}}+\frac{1}{\varepsilon} \hat{\mathbf{m}}^{\prime}\right)+\frac{\partial}{\partial \hat{x}_{3}}\left(\hat{\mathbf{h}}_{3}+\hat{\mathbf{m}}_{3}\right)=0 \quad \text { in } \mathbb{R}^{3}
$$

[^2]Here, $\hat{\nabla}^{\prime}$ denotes the gradient with respect to the first two spaces variables in the $\hat{x}$ coordinates.
Let us observe that the regime (1.2) is characterised in the parameters $\varepsilon, \delta, L, \sigma, T$ by the (equivalent) conditions

$$
\delta \varepsilon^{-2} \ll 1, \quad \frac{\sigma}{T} \varepsilon^{3} \ll 1, \quad \frac{L}{\left(\sigma T^{2}\right)^{\frac{1}{3}}} \gg 1,
$$

which, for fixed $\sigma, T$, can be conveniently written as $\delta \ll \varepsilon^{2} \ll 1 \ll L$.
A main result in $\left[\mathrm{OV}_{10}\right]$ is to establish a $\Gamma$-type convergence ${ }^{3}$ for the energy functional $\hat{\mathbf{E}}(\hat{\mathbf{m}})$. More precisely, for any $L \gg\left(\sigma T^{2}\right)^{\frac{1}{3}}$, as $\delta \varepsilon^{-2} \rightarrow 0$ and $\varepsilon \rightarrow 0$ (where no order of the limits has to be imposed), the functional $\hat{\mathbf{E}}(\hat{\mathbf{m}})$ converges to the sharp interface micromagnetics functional, in the case $d=2$,

$$
\tilde{E}(m):=\sigma \int_{Q_{L, T}}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{[-L, L]^{d} \times \mathbb{R}}|h|^{2} \mathrm{~d} x .
$$

Here, $m \in\{-1,1\}$ a.e. in $Q_{L, T}:=[-L, L]^{d} \times[0, T]$ denotes the magnetisation. It is $2 L$-periodic in the first $d$ space coordinates and equal to 0 elsewhere (i.e. for $x_{d+1} \leq 0$ and $x_{d+1} \geq T$ ). $\nabla^{\prime}$ denotes the gradient with respect to the first $d$ space coordinates, and the stray field $h: \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d}$ induced by $m$ satisfies

$$
\begin{equation*}
\nabla^{\prime} \cdot h+\partial_{d+1} m=0 \quad \text { and } \quad \nabla^{\prime} \times h=0 \quad \text { in } \mathbb{R}^{d+1} \tag{1.3}
\end{equation*}
$$

in the sense of distributions, where $\nabla^{\prime} \cdot h$ and $\nabla^{\prime} \times h$ respectively denote the in-plane divergence and the in-plane curl of the vector field $h$. This energy functional comes supplemented with the (weak) boundary condition $m=0$ on $\left\{x_{d+1}=0\right\}$ and $\left\{x_{d+1}=T\right\}$ in the sense that

$$
m\left(\cdot, x_{d+1}\right) \stackrel{*}{\longrightarrow} 0 \quad \text { weakly-* in } L^{\infty}\left(\mathbb{R}^{d}\right) \quad \text { as } x_{d+1} \rightarrow 0, T,
$$

that is, infinite branching. Let us emphasise that this condition ensures finiteness of the anisotropic stray field energy. Moreover, it implies that the generated stray field $h$ vanishes outside $Q_{L, T}$.

Since the magnetisation in $Q_{L, T}$ takes only the values $\pm 1$, the first contribution in the energy has to be understood in the sense of BV functions,

$$
\int_{Q_{L, T}}\left|\nabla^{\prime} m\right| \mathrm{d} x=\sup \left\{\int_{Q_{L, T}} m \nabla^{\prime} \cdot \xi \mathrm{d} x: \xi \in C^{\infty}\left(\mathbb{R}^{d+1}, \mathbb{R}^{d}\right), \xi \text { is }[-L, L)^{d} \text {-periodic in } x^{\prime},|\xi| \leq 1 \text { in } Q_{L, T}\right\}
$$

and can be interpreted as the slice-wise measure of the set where $m$ changes sign. More precisely,

$$
\int_{Q_{L, T}}\left|\nabla^{\prime} m\right|=2 \int_{0}^{T} \mathcal{H}^{1}\left(\partial\left\{m\left(\cdot, x_{d+1}\right)=1\right\}\right) \mathrm{d} x_{d+1},
$$

where $\mathcal{H}^{1}\left(\partial\left\{m\left(\cdot, x_{d+1}\right)=1\right\}\right)$ denotes the Hausdorff measure of the set where $m$ takes the value 1 on the slice $x_{d+1}=$ const in $Q_{L, T}$, corresponding to the usual geometric interpretation of the gradient of the characteristic function of a set as perimeter.
The constant $\sigma$ represents the interface energy per cross section area. In particular, this constant ensures that both terms in the energy have the same units.
1.1. Main results. We consider the energy functional

$$
\begin{equation*}
E_{Q_{L, T}}(m, h):=\sigma \int_{Q_{L, T}}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{L, T}}|h|^{2} \mathrm{~d} x \tag{1.4}
\end{equation*}
$$

on the set

$$
\begin{align*}
& \mathcal{A}_{Q_{L, T}}^{\text {per }}:=\left\{(m, h): m \in L_{x_{d+1}}^{1}\left([0, T] ; B V_{x^{\prime}}\left(Q_{L}^{\prime} ;\{ \pm 1\}\right)\right), h \in L^{2}\left(Q_{L, T} ; \mathbb{R}^{d}\right),\right. \text { such that } \\
& \\
& \nabla^{\prime} \cdot h+\partial_{d+1} m=0 \text { distributionally in } \mathbb{R}^{d+1}, m \stackrel{*}{\xrightarrow{*} 0 \text { as } x_{d+1} \rightarrow 0, T,}  \tag{1.5}\\
& \text { and periodic lateral boundary conditions }\},
\end{align*}
$$

[^3]of admissible periodic configurations, where $Q_{L}^{\prime}:=[-L, L]^{d}$. Note that the stray field energy can also be expressed as ${ }^{4}$
\[

$$
\begin{align*}
& \min _{(m, h) \in \mathcal{A}_{Q_{L, T}}^{\mathrm{per}}} E_{Q_{L, T}}(m, h) \\
& =\min _{m}\left(\sigma \int_{Q_{L, T}}\left|\nabla^{\prime} m\right|+\min \left\{\frac{1}{2} \int_{Q_{L, T}}|h|^{2} \mathrm{~d} x: h \text { is }[-\ell, \ell)^{2} \text {-periodic in } x^{\prime}, \nabla^{\prime} \cdot h+\partial_{d+1} m=0\right\}\right) \\
& =\min _{m}\left(\sigma \int_{Q_{L, T}}\left|\nabla^{\prime} m\right|+\left.\left.\frac{1}{2} \int_{Q_{L, T}}| | \nabla^{\prime}\right|^{-1} \partial_{d+1} m\right|^{2} \mathrm{~d} x\right) ; \tag{1.6}
\end{align*}
$$
\]

see [OV10, Appendix] for more details. This is an important ingredient in the derivation of an ansatz-free lower bound on the minimal energy based on interpolation between $B V$ and $\dot{H}^{-1}$ with respect to the horizontal variables $x^{\prime}$, see Section 4.1 based on [CO16].

We will also consider the case of zero-flux boundary conditions

$$
\begin{gather*}
\mathcal{A}_{Q_{L, T}}^{0}:=\left\{(m, h): m \in L_{x_{d+1}}^{1}\left([0, T] ; B V_{x^{\prime}}\left(Q_{L}^{\prime} ;\{ \pm 1\}\right)\right), h \in L^{2}\left(Q_{L, T} ; \mathbb{R}^{d}\right),\right. \text { such that } \\
\nabla^{\prime} \cdot h+\partial_{d+1} m=0 \text { distributionally in } Q_{L, T}, m \stackrel{*}{\rightharpoonup} 0 \text { as } x_{d+1} \rightarrow 0, T, \\
\left.h \cdot v^{\prime}=0 \text { on } \Gamma_{L, T}\right\}, \tag{1.7}
\end{gather*}
$$

where $\Gamma_{L, T}=\partial Q_{L}^{\prime} \times[0, T]$ and the equation and boundary conditions are understood in a weak sense (as described more precisely in (2.1)). Let us remark that even though the reduced functional was derived using periodic lateral boundary conditions, from a physics point of view, the zero-flux lateral boundary conditions are the most natural to impose in this context, since they account for the situation of a finite sample where the stray field generated by the magnetisation naturally vanishes outside the sample (recall that $m \stackrel{*}{\rightharpoonup} 0$ as $x_{d+1} \rightarrow 0, T$ ).

The energy functional $E$ has the following important scaling property: for $\lambda>0$ let $m_{\lambda}(x):=$ $m\left(\lambda^{\frac{2}{3}} x^{\prime}, \lambda x_{d+1}\right)$ and $h_{\lambda}(x):=\lambda^{\frac{1}{3}} h\left(\lambda^{\frac{2}{3}} x^{\prime}, \lambda x_{d+1}\right)$. Then $\left(m_{\lambda}, h_{\lambda}\right) \in \mathcal{A}_{Q_{\lambda-2 / 3}{ }^{\text {per } / \lambda^{-1} T}}^{\text {per }}$ and

$$
\begin{equation*}
E_{Q_{\lambda^{-2 / 3} L, \lambda-1} T}\left(m_{\lambda}, h_{\lambda}\right)=\lambda^{-d} \lambda^{-\frac{1}{3}} E_{Q_{L, T}}(m, h) . \tag{1.8}
\end{equation*}
$$

We finally have all the ingredients to present our first result, which provides global scaling laws for this functional. ${ }^{5}$

Theorem 1.1 (Global scaling laws). There exist universal constants ${ }^{6} C_{L T}<\infty$ and $0<c_{S} \leq C_{S}<\infty$ such that if $L \geq C_{L T} \sigma^{\frac{1}{3}} T^{\frac{2}{3}}$, then the minimal energy with respect to periodic or zero-flux boundary conditions satisfies

$$
c_{S} \sigma^{\frac{2}{3}} L^{d} T^{\frac{1}{3}} \leq \min _{(m, h) \in \mathcal{A}_{Q_{L, T}}^{\text {per } / 0}} E_{Q_{L, T}}(m, h) \leq C_{S} \sigma^{\frac{2}{3}} L^{d} T^{\frac{1}{3}}
$$

Note that this is in perfect agreement with (1.1) in the case $d=2$, and therefore with the heuristic computations performed when branching is expected to occur. The lower bound follows almost directly from an interpolation inequality, see [Vieo9, Lemma 13] and [CO16, Theorem 1.1], while the upper bound is obtained via an explicit construction, which is inspired by [Vieog] (in the case $d=2$ ).

Our main result, which has partially been obtained by T. Viehmann in his (unpublished) PhD thesis [Vieo9], goes beyond the global scaling law, capturing the self-similar behaviour of

[^4]minimisers near the top and bottom boundaries. It shows that the energy within any cuboid $Q_{\ell, t}(a):=Q_{\ell, t}+a$ for $a \in \mathbb{R}^{d+1}$ sitting at the top or bottom boundaries, for lengths $\ell \ll L$ and $t \ll T$ which respect the relation $\ell \gg\left(\sigma t^{2}\right)^{\frac{1}{3}}$, satisfies the same scaling laws, i.e. it is of order $\sigma^{\frac{2}{3}} \ell^{d} t^{\frac{1}{3}}$.

Theorem 1.2 (Local scaling laws). There exists a universal constant $C_{\ell t}<\infty$ such that the following holds: if $L \geq C_{\ell t} \sigma^{\frac{1}{3}} T^{\frac{2}{3}}$ and $\ell \geq C_{\ell t} \sigma^{\frac{1}{3}} t^{\frac{2}{3}}$, then there exist universal constants ${ }^{7} 0<c_{s} \leq C_{s}<\infty$ such that any ( $m, h$ ) minimising (1.4) in $Q_{L, T}$ with respect to periodic or zero-flux boundary conditions satisfies

$$
c_{s} \sigma^{\frac{2}{3}} t^{d} t^{\frac{1}{3}} \leq E_{Q_{\ell, t}(a)}(m, h) \leq C_{s} \sigma^{\frac{2}{3}} \ell^{d} t^{\frac{1}{3}}
$$

for any cuboid $Q_{\ell, t}(a)$ with $a \in \mathbb{R}^{d} \times\{0\}$ or $a \in \mathbb{R}^{d} \times\{T-t\}$ such that $Q_{\ell, t}(a) \subseteq Q_{L, T}$.
Remark 1.3. Our results in particular show that the energy density

$$
e_{Q_{\ell, t}}(m, h):=\frac{1}{\left|Q_{\ell, t}\right|} E_{Q_{\ell, t}}(m, h)
$$

of any minimising configuration $(m, h)$ scales like $\left(\sigma t^{-1}\right)^{\frac{2}{3}}$ and is therefore independent of the dimension $d$. It is worth mentioning that the minimal energy density $\min _{(m, h)} e_{Q_{L, T}}(m, h)$ has a thermodynamic limit as $L \rightarrow \infty$, as shown by Otto and Viehmann [OV10] (for $d=2$ ), therefore proving that the energy scaling is asymptotically exact.

Remark 1.4. In the following, we will set $\sigma=1$ for simplicity; the general case can then be recovered by a simple scaling argument.

Remark 1.5. The main results can be extended to almost-minimisers in the following sense: $\left(m_{\text {almost }}, h_{\text {almost }}\right) \in \mathcal{A}_{Q_{L, T}}^{\text {per } / 0}$ is an almost-minimiser at scale $(L, T)$ if $h_{\text {almost }}$ is curl-free (hence a gradient field) and there exists a constant $C<\infty$ such that

$$
\int_{Q_{L, T}}\left|\nabla^{\prime} m_{\text {almost }}\right|+\frac{1}{2} \int_{Q_{L, T}} h_{\text {almost }}^{2} \mathrm{~d} x \leq \int_{Q_{L, T}}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{L, T}} h^{2} \mathrm{~d} x+C L^{d} T^{\frac{1}{3}}
$$

for all competitors $(m, h) \in \mathcal{A}_{Q_{L, T}}^{\text {per } 0}$.
Theorem 1.1 also holds for almost-minimisers at scale $(L, T)$ for $L \gg T^{\frac{2}{3}}$. In this sense, almostminimisers are "low-energy configurations" [CKO99] because their energy is within a certain factor of the minimum energy.

The extension of Theorem 1.2 requires ( $m_{\text {almost }}, h_{\text {almost }}$ ) to be almost-minimising at any scale $\ell \leq L, t \leq T$ with $\ell \gg t^{\frac{2}{3}}$.

For $d=1$, Theorem 1.2 was first proved in the seminal work by Conti [Conoo] in the context of twinning in shape-memory alloys, and was recently extended by Conti, Diermeier, Koser, and Zwicknagl [CDKZ21] in several directions, including the case in which there are two phases with different volume fractions, i.e. $u \in\{-\theta, 2-\theta\}$, where $\frac{\theta}{2} \in\left(0, \frac{1}{2}\right]$ represents the volume fraction of the minority phase ${ }^{8}$, in both the regime where the energy scales like $\sigma^{\frac{2}{3}}$ and the regime where it scales like $\sigma^{\frac{1}{2}}$.

In his unpublished Ph.D. thesis, Viehmann [Vieoo] extended Conti's result to $d=2$. In the process of understanding it, we realised that we could obtain the same local energy bounds via a simplified proof, that we will present in a structured way. While at the macroscopic level, our proof follows the one of Viehmann, it differs substantially in its details. Moreover, it has the advantage of working in any dimension and therefore also reproduces the result contained in [Conoo]. Moreover, our approach, which is inspired by [ $\mathrm{ACO}{ }^{2}, \mathrm{BJO}_{22}$ ], makes a clear distinction between the detailed study of convex relaxation(s) of the problem and constructions to transfer

[^5]properties of the relaxed problems to the non-convex one. In particular, we break down the rather complicated proof in [Vieog] into its basic building blocks. On that level the intricacies of several of the constructions are clearly revealed. Finally, the Campanato-type iterations used to transfer the global scaling law to small cuboids at the sample boundaries allow for some flexibility, e.g. the extension to almost-minimisers (at every scale) and the treatment of both periodic and zero-flux lateral boundary conditions.

Let us give a rough idea of our proof. We start by introducing the convex relaxation of the minimisation problem, that is, we minimise among functions $m$ that satisfy $m \in[-1,1]$ instead of $m \in\{-1,1\}$. This is what we call relaxed problem, which is of course simpler due to its convexity. Moreover, we consider an over-relaxation, which corresponds to an $x_{d+1}$-averaged problem, that is trivial to solve. From the over-relaxed problem we are able to construct a competitor for the relaxed one, via an explicit boundary layer construction. Finally, from the competitor for the relaxed problem, we construct a competitor for the non-convex problem, via a re-distribution of mass, which is compatible with the hard constraint $m \in\{-1,1\}$. Of course, in this process, we have to modify the stray field accordingly to satisfy the differential constraint relating them.

These constructions are an essential ingredient for the core argument of our proof: regularity theory in the form of a Campanato type iteration, that allows us to transfer the global scaling law to a local one. More precisely, we do two iterations ${ }^{9}$ : an initial one (which is rather standard for this kind of problems) to reduce to the case for which $L=c_{L T} T^{\frac{2}{3}}$, where $c_{L T}$ is a coupling constant that has to be chosen large enough. Then, by monitoring two quantities at the same time, we are able to approach the top or bottom boundary both horizontally and vertically in one go, which is a major advantage and one of the main novelties of our iteration scheme. The competitor construction plays a key role in proving a one-step improvement, which is then fed into a Campanato iteration, to obtain the local scaling law.

A different approach, based on duality estimates, inspired by the highly influential work of Alberti, Choksi, and Otto [ACOog], will be presented in a forthcoming article [RR]. In our view, the ideas introduced in [ACOO9] to analyse a sharp interface limit of a model of microphase separation in diblock copolymers, are more robust in proving screening properties. In fact, they have been successfully used to treat problems where screening is a driving principle; see for instance [ $\mathrm{GO}_{2} \mathrm{O}, \mathrm{BJO}_{22}$ ].

In a similar model related to domain branching in type-I superconductors derived in [CGOS18], which is actually of branched transport type, it has recently been proved in [DPGR23] that optimal local energy estimates characterise the conjectured Hausdorff dimension of the irrigated measure in the cross-over regime between uniform and non-uniform branching. The irrigation problem from a Dirac mass to Lebesgue measure in a two-dimensional analogue of the energy functional derived in [CGOS18] has been solved by Goldman [Gol20], who proves that the minimiser is a self-similar tree.

The rest of the article is organised as follows. In Section 2 we introduce the relaxed and over-relaxed problems and construct a competitor of the former from the (unique) solution to the latter. In Section 3 we construct a competitor for the non-convex problem based on a building block construction. In Section 4 we provide a proof for Theorem 1.1. In Section 5 we give the proof of Theorem 1.2. Finally, in Appendix A we establish an elliptic estimate which is needed for the building block construction of Section 3.

## 2. Relaxed and over-Relaxed problems

In the study of minimisers of (1.4), it is beneficial to study its convex relaxation and allow for general lateral flux boundary conditions $g \in L^{2}\left(\Gamma_{L, T}\right)$, as well as general top and bottom magnetisations $m^{T}, m^{B} \in L^{\infty}\left(Q_{L}^{\prime} ;[-1,1]\right)$ defined on $Q_{L}^{\prime}=[-L, L]^{d}$. We therefore consider the

[^6]following relaxed minimisation problem
$$
E_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right):=\inf _{h \in \mathfrak{\mathcal { A }}_{\mathbb{T}_{L} \text { el }}\left(g ; m^{B, T}\right)} \frac{1}{2} \int_{Q_{L, T}}|h|^{2} \mathrm{~d} x,
$$
where the set of admissible functions $\tilde{\mathcal{A}}_{Q_{L, T}}^{\text {rel }}\left(g ; m^{B, T}\right)$ consists of those functions $h \in L^{2}\left(Q_{L, T} ; \mathbb{R}^{d}\right)$ satisfying for all test functions $\varphi \in C^{1}\left(Q_{L, T}\right)^{10}$
\[

$$
\begin{equation*}
\int_{Q_{L, T}}\left(h \cdot \nabla^{\prime} \varphi+m \partial_{d+1} \varphi\right) \mathrm{d} x=\int_{\Gamma_{L}, T} g \varphi+\int_{Q_{L}^{\prime}}\left(m^{T} \varphi\left(x^{\prime}, T\right)-m^{B} \varphi\left(x^{\prime}, 0\right)\right) \mathrm{d} x^{\prime}, \tag{2.1}
\end{equation*}
$$

\]

for some $m \in L^{2}\left(Q_{L, T} ;[-1,1]\right)$. We will write

$$
\mathcal{A}_{Q_{L, T}}^{\text {rel }}\left(g ; m^{B, T}\right):=\left\{(m, h) \in L^{2}\left(Q_{L, T} ;[-1,1]\right) \times L^{2}\left(Q_{L, T} ; \mathbb{R}^{d}\right):(2.1) \text { holds for all } \varphi \in C^{1}\left(Q_{L, T}\right)\right\}
$$

and remark that

$$
E_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)=\inf _{(h, m) \in \mathcal{A}_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)} \frac{1}{2} \int_{Q_{L, T}}|h|^{2} \mathrm{~d} x
$$

Note that the set of admissible functions $\mathcal{A}_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)$ is non-empty only if the boundary conditions are compatible, i.e.

$$
\begin{equation*}
\int_{\Gamma_{L, T}} g \mathrm{~d} \mathcal{H}^{d-1}=\int_{Q_{L}^{\prime}}\left(m^{B}-m^{T}\right) \mathrm{d} x^{\prime} \tag{2.2}
\end{equation*}
$$

which we shall assume henceforth. In particular $\left|\int_{\Gamma_{L, T}} g \mathrm{~d} \mathcal{H}^{d-1}\right| \leq 2 L^{d}$.
Since (2.1) implies that the vector field $(h, m) \in L^{2}\left(Q_{L, T} ; \mathbb{R}^{d+1}\right)$ is divergence-free in $Q_{L, T}, h \cdot v^{\prime}$ has a well-defined lateral trace $\left.{ }^{11} h \cdot v^{\prime}\right|_{\Gamma_{t, t}(a)}$ and top/bottom trace $m\left(\cdot, a_{d+1}\right)$ and $m\left(\cdot, a_{d+1}+t\right)$ in almost any sub-cube $Q_{\ell, t}(a)=Q_{\ell, t}+a$ contained in $Q_{L, T}$. By Fubini's theorem, $\left.h \cdot v^{\prime}\right|_{\Gamma_{\ell, t}(a)} \in$ $L^{2}\left(\Gamma_{\ell, t}(a)\right)$ for almost every $\ell \in(0, L)$ and $t \in(0, T)$.
Lemma 2.1. Let $(m, h) \in \mathcal{A}_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)$ be a minimiser of $E_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)$. Then $h$ is a gradient field, i.e., there exists a potential $u \in H^{1}\left(Q_{L, T}\right)$ such that $h=-\nabla^{\prime} u$. This potential is a solution of

$$
\begin{align*}
-\Delta^{\prime} u & =-\partial_{d+1} m & \text { in } Q_{L, T}  \tag{2.3}\\
-\nabla^{\prime} u \cdot v & =g & \text { on } \Gamma_{L, T} .
\end{align*}
$$

While this is rather standard, we give a proof of Lemma 2.1 for the convenience of the reader. Proof. Let $(m, h) \in \mathcal{A}_{Q L, T}^{\mathrm{rel}}\left(g ; m^{B, T}\right)$ be a minimiser of $E_{Q L, T}^{\mathrm{rel}}\left(g ; m^{B, T}\right)$ and let $u \in H^{1}\left(Q_{L, T}\right)$ be a solution of (2.3). Then

$$
\begin{gathered}
\int_{Q_{L, T}} h^{2} \mathrm{~d} x=\int_{Q_{L, T}}\left|\nabla^{\prime} u\right|^{2} \mathrm{~d} x+\int_{Q_{L, T}}\left|h+\nabla^{\prime} u\right|^{2} \mathrm{~d} x-2 \int_{Q_{L, T}}\left(h+\nabla^{\prime} u\right) \cdot \nabla^{\prime} u \mathrm{~d} x \\
\stackrel{(2.1) \otimes(2.3)}{=} \int_{Q_{L, T}}\left|\nabla^{\prime} u\right|^{2} \mathrm{~d} x+\int_{Q_{L, T}}\left|h+\nabla^{\prime} u\right|^{2} \mathrm{~d} x \geq \int_{Q_{L, T}}\left|\nabla^{\prime} u\right|^{2} \mathrm{~d} x .
\end{gathered}
$$

Since $\left(m,-\nabla^{\prime} u\right) \in \mathcal{A}_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)$ by (2.3), minimality of $h$ implies that

$$
\int_{Q_{L, T}} h^{2} \mathrm{~d} x \leq \int_{Q_{L, T}}\left|\nabla^{\prime} u\right|^{2} \mathrm{~d} x
$$

hence $h=-\nabla^{\prime} u$.
Remark 2.2. The same argument shows that if ( $m, h$ ) minimises the non-convex energy (1.4) over $\mathcal{A}_{Q_{L, T}}^{\text {per } / 0}$, then $h$ is a gradient field.

[^7]Remark 2.3. Note that any minimiser $(m, h) \in \mathcal{A}_{Q_{L, T}}^{\text {rel }}\left(g ; m^{B, T}\right)$ of $E_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)$ in a cube $Q_{L, T}$ is locally minimising in any sub-cube $Q_{\ell, t}(a) \subset Q_{L, T}$, i.e. minimising given its own boundary conditions.

Indeed, let

$$
\widetilde{g}:=\left.h \cdot v^{\prime}\right|_{\Gamma_{t, t}(a)}, \quad \widetilde{m}^{B}:=m\left(\cdot, a_{d+1}\right), \quad \widetilde{m}^{T}:=m\left(\cdot, a_{d+1}+t\right),
$$

and

$$
(\widetilde{m}, \widetilde{h}) \in \mathcal{A}_{Q_{\ell, t}}^{\mathrm{rel}}\left(\widetilde{g} ; \widetilde{m}^{B, T}\right) .
$$

Then

$$
(\widehat{m}, \widehat{h}):=\left(\widetilde{m} 1_{Q_{\ell, t}}+m 1_{Q_{L, T} \backslash Q_{\ell, t}}, \widetilde{h} 1_{Q_{\ell, t}}+h 1_{Q_{L, T} \backslash Q_{\ell, t}}\right) \in \mathcal{A}_{Q_{L, T}}^{\text {rel }}\left(g ; m^{B, T}\right),
$$

and we have that

$$
E_{Q_{L, T}}^{\mathrm{rel}}\left(g ; m^{B, T}\right)=\frac{1}{2} \int_{Q_{L, T}}|h|^{2} \mathrm{~d} x \leq \frac{1}{2} \int_{Q_{L, T}}|\widehat{h}|^{2} \mathrm{~d} x=\frac{1}{2} \int_{Q_{L, T} \backslash Q_{\ell, t}}|h|^{2} \mathrm{~d} x+\frac{1}{2} \int_{Q_{\ell, t}}|\widetilde{h}|^{2} \mathrm{~d} x,
$$

hence

$$
\frac{1}{2} \int_{Q_{\ell, t}}|h|^{2} \mathrm{~d} x \leq \frac{1}{2} \int_{Q_{\ell, t}}|\widetilde{h}|^{2} \mathrm{~d} x
$$

for any $(\widetilde{h}, \widetilde{m}) \in \mathcal{A}_{Q_{f, t}}^{\mathrm{rel}}\left(\widetilde{g} ; \widetilde{m}^{B, T}\right)$.
Further, given top and bottom magnetisations $m^{B, T} \in L^{\infty}\left(Q_{L}^{\prime}\right)$, we define the (curl-free) fields generating them via

$$
H^{B, T}:=-\nabla^{\prime} u^{B, T},
$$

where the potentials $u^{B, T}$ solve $-\Delta^{\prime} u^{B, T}=-m^{B, T}$ in $Q_{L}^{\prime}$. By (2.2) they have to satisfy the boundary condition $\left(H^{T}-H^{B}\right) \cdot v^{\prime}=\int_{0}^{T} g \mathrm{~d} x_{d+1}=: T \bar{g}_{T}$ on $\partial Q_{L}^{\prime}$.
2.1. Over-relaxed problem. We will also look at the $x_{d+1}$-averaged problem corresponding to the linear interpolation $m_{0}(x):=\frac{x_{d+1}}{T} m^{T}+\left(1-\frac{x_{d+1}}{T}\right) m^{B}$ between $m^{T}$ and $m^{B}$, which can be thought of as an over-relaxed problem given by the energy functional

$$
E_{Q_{L, T}}^{0}\left(g ; m^{B, T}\right)=\frac{1}{2} \int_{Q_{L, T}}\left|\nabla^{\prime} v_{0}\right|^{2} \mathrm{~d} x=\frac{T}{2} \int_{Q_{L}^{\prime}}\left|\nabla^{\prime} v_{0}\right|^{2} \mathrm{~d} x^{\prime},
$$

where $v_{0}$ is the unique solution ${ }^{12}$ of

$$
\begin{array}{rlrl}
-\Delta^{\prime} v_{0} & =-\frac{m^{T}-m^{B}}{T} & \text { in } Q_{L, T} \\
-\nabla^{\prime} v_{0} \cdot v & =\bar{g}_{T} & & \text { on } \Gamma_{L, T},
\end{array}
$$

with $\int_{Q_{L, T}} v_{0} \mathrm{~d} x=0$. Let us stress that $v_{0}$ is constant w.r.t. $x_{d+1}$.
It is easy to see that if ( $m, h$ ) denotes a minimiser of the relaxed problem $E_{Q_{L, T}}^{\text {rel }}\left(g ; m^{B, T}\right)$, then the height average $\bar{h}_{T}:=f_{0}^{T} h \mathrm{~d} x_{d+1}$ is a solution of the over-relaxed problem, i.e. $\bar{h}_{T}=-\nabla^{\prime} v_{0}$ and we have $E_{Q_{L, T}}^{0}\left(g ; m^{B, T}\right)=\frac{1}{2} \int_{Q_{L, T}}\left|\bar{h}_{T}\right|^{2} \mathrm{~d} x$. More generally, we have:
Lemma 2.4. Let $(m, h) \in \mathcal{A}_{Q_{L, T}}^{\text {rel }}\left(g, m^{B, T}\right)$ and assume that $h$ is a gradient field. Then

$$
\int_{0}^{T} h \mathrm{~d} x_{d+1}=H^{T}-H^{B} \quad \text { on } Q_{L}^{\prime} .
$$

[^8]Proof. Let $h=-\nabla^{\prime} u$ for some $u \in H^{1}\left(Q_{L, T}\right)$, then by admissibility $H=-\nabla^{\prime} U:=\int_{0}^{T}-\nabla^{\prime} u \mathrm{~d} x_{d+1}$ is a weak solution of

$$
\begin{aligned}
-\Delta^{\prime} U & =m^{B}-m^{T} & & \text { in } Q_{L}^{\prime} \\
-\nabla^{\prime} U \cdot v^{\prime} & =\int_{0}^{T} h \cdot v^{\prime} \mathrm{d} x_{d+1}=\int_{0}^{T} g \mathrm{~d} x_{d+1} & & \text { on } \partial Q_{L}^{\prime} .
\end{aligned}
$$

By definition of $H^{B, T}=-\nabla^{\prime} u^{B, T}$, the function $u^{T}-u^{B}$ satisfies the same PDE (including boundary conditions). By uniqueness, we must have $H=H^{T}-H^{B}$.

Lemma 2.5 (Orthogonality). Let $h \in L^{2}\left(Q_{\ell, t}\right)$. Then

$$
\frac{1}{2} \int_{Q_{\ell, t}}\left|h-\bar{h}_{t}\right|^{2} \mathrm{~d} x=\frac{1}{2} \int_{Q_{\ell, t}}|h|^{2} \mathrm{~d} x-\frac{1}{2} \int_{Q_{\ell, t}}\left|\bar{h}_{t}\right|^{2} \mathrm{~d} x
$$

Proof. Let $h \in L^{2}\left(Q_{\ell, t}\right)$. Then

$$
\frac{1}{2} \int_{Q_{\ell, t}}\left|h-\bar{h}_{t}\right|^{2} \mathrm{~d} x=\frac{1}{2} \int_{Q_{\ell, t}}|h|^{2} \mathrm{~d} x-\frac{1}{2} \int_{Q_{\ell, t}}\left|\bar{h}_{t}\right|^{2} \mathrm{~d} x+\int_{Q_{\ell, t}} \bar{h}_{t} \cdot\left(\bar{h}_{t}-h\right) \mathrm{d} x
$$

and since

$$
\int_{Q_{\ell, t}} \bar{h}_{t} \cdot\left(\bar{h}_{t}-h\right) \mathrm{d} x=\int_{Q_{\ell}^{\prime}} \bar{h}_{t} \cdot \int_{0}^{t}\left(\bar{h}_{t}-h\right) \mathrm{d} x_{d+1} \mathrm{~d} x^{\prime}=0
$$

the claim follows.
2.2. A competitor for the relaxed problem. Given the minimiser of the over-relaxed problem, we can use it to construct a competitor for the relaxed problem by correcting the boundary data. This will be done in a boundary layer of size $r>0$.

For $r>0$ we define the set $A_{r}\left(Q_{L, T}\right):=Q_{L}^{\prime} \backslash Q_{L-r}^{\prime} \times[0, T]$. Let $\mathcal{X}_{r}\left(Q_{L, T}\right)$ be the set of all $(m, h) \in L^{\infty}\left(A_{r}\left(Q_{L, T}\right) ;[-1,1]\right) \times L^{2}\left(A_{r}\left(Q_{L, T}\right) ; \mathbb{R}^{d}\right)$ satisfying $\partial_{d+1} m+\nabla^{\prime} \cdot h=0$ in $A_{r}\left(Q_{L, T}\right)$ with boundary conditions $m(\cdot, 0)=m(\cdot, T)=0$ and $h \cdot v=g-\bar{g}_{T}$ on $\partial Q_{L}^{\prime} \times[0, T], h \cdot v=0$ on $\partial Q_{L-r}^{\prime} \times[0, T]$.
Proposition 2.6. Let $g \in L^{2}\left(\Gamma_{L, T}\right)$ and $m^{B, T} \in L^{\infty}\left(Q_{L}^{\prime} ;[-1,1]\right)$ be such that (2.2) holds. There exists a universal constant $C<\infty$ such that if ${ }^{13}$

$$
\begin{equation*}
\frac{r}{L} \geq C \max \left\{\left(\frac{T^{2}}{L^{2}} f_{\Gamma_{L, T}}\left(g-\bar{g}_{T}\right)^{2}\right)^{\frac{1}{d+1}}, \frac{T}{L} \sup _{Q_{L}^{\prime}}\left|\int_{0}^{T} h \mathrm{~d} x_{d+1}\right|, \frac{1}{L} \sup _{Q_{L}^{\prime}}\left|H^{B}\right|\right\} \tag{2.4}
\end{equation*}
$$

then there exists $\left(m_{r}, h_{r}\right) \in \mathcal{X}_{r}(L, T)$ with the following properties ${ }^{14}$ :

$$
\begin{align*}
\frac{T^{2}}{L^{2}} \frac{1}{L^{d} T} \int_{A_{L, T}(r)}\left|h_{r}\right|^{2} & \lesssim \frac{r}{L} \frac{T^{2}}{L^{2}} \int_{\Gamma_{L, T}}\left(g-\bar{g}_{T}\right)^{2},  \tag{2.5}\\
T\left\|\partial_{d+1} m_{r}\right\|_{L_{x_{d+1}}^{2} L_{x^{\prime}}^{\infty}\left(A_{L, T}(r)\right)}^{2} & \lesssim\left(\frac{r}{L}\right)^{-(d+1)} \frac{T^{2}}{L^{2}} \int_{\Gamma_{L, T}}\left(g-\bar{g}_{T}\right)^{2} . \tag{2.6}
\end{align*}
$$

Remark 2.7. Assumption (2.4) in particular implies the following estimate (in a weak topology) on the linearly interpolated magnetisation $m_{0}\left(\cdot, x_{d+1}\right)=\frac{x_{d+1}}{T} m^{T}+\left(1-\frac{x_{d+1}}{T}\right) m^{B}$ :

$$
\sup _{P_{r}^{\prime}}\left|f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}\right| \leq \frac{1}{2} \quad \text { for all } \quad x_{d+1} \in[0, T]
$$

where the supremum is taken over all plaquettes $P_{r}^{\prime}$ of size $r$ in $Q_{L}^{\prime} \backslash Q_{L-r}^{\prime}$.

[^9]Indeed, since $\partial_{x_{d+1}} m_{0}=\frac{m^{T}-m^{B}}{T}=\Delta^{\prime} v_{0}$, we have that

$$
\begin{aligned}
f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime} & =\int_{P_{r}^{\prime}} m^{B} \mathrm{~d} x^{\prime}+f_{P_{r}^{\prime}} \int_{0}^{x_{d+1}} \partial_{x_{d+1}} m_{0}\left(x^{\prime}, \xi_{d+1}\right) \mathrm{d} \xi_{d+1} \mathrm{~d} x^{\prime} \\
& =\int_{P_{r}^{\prime}} \nabla^{\prime} \cdot H^{B} \mathrm{~d} x^{\prime}+\int_{0}^{x_{d+1}} \int_{P_{r}^{\prime}} \Delta^{\prime} v_{0} \mathrm{~d} x^{\prime} \mathrm{d} \xi_{d+1} \\
& =\frac{1}{\left|P_{r}^{\prime}\right|} \int_{\partial P_{r}^{\prime}} H^{B} \cdot v^{\prime} \mathrm{d} \mathcal{H}^{d-1}+\frac{1}{\left|P_{r}^{\prime}\right|} \int_{0}^{x_{d+1}} \int_{\partial P_{r}^{\prime}} \nabla^{\prime} v_{0} \cdot v^{\prime} \mathrm{d} \mathcal{H}^{d-1} \mathrm{~d} \xi_{d+1} \\
& =\frac{1}{\left|P_{r}^{\prime}\right|} \int_{\partial P_{r}^{\prime}} H^{B} \cdot v^{\prime} \mathrm{d} \mathcal{H}^{d-1}+\frac{1}{\left|P_{r}^{\prime}\right|} x_{d+1} \int_{\partial P_{r}^{\prime}} \nabla^{\prime} v_{0} \cdot v^{\prime} \mathrm{d} \mathcal{H}^{d-1}
\end{aligned}
$$

Note that since $m^{B}, m^{T} \in L^{\infty}\left(Q_{L}^{\prime}\right)$, and therefore $\partial_{x_{d+1}} m_{0} \in L^{\infty}\left(Q_{L}^{\prime}\right)$, the functions $H^{B}=-\nabla^{\prime} u^{B}$ and $-\nabla^{\prime} v_{0}$ are continuous by elliptic regularity ${ }^{15}$, hence we may bound
$\left|f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}\right| \leq \frac{\left|\partial P_{r}^{\prime}\right|}{\left|P_{r}^{\prime}\right|} \sup _{P_{r}^{\prime}}\left|H^{B}\right|+\frac{\left|\partial P_{r}^{\prime}\right|}{\left|P_{r}^{\prime}\right|} T \sup _{P_{r}^{\prime}}\left|\nabla^{\prime} v_{0}\right| \lesssim \frac{L}{r}\left(\frac{1}{L} \sup _{Q_{L}^{\prime}}\left|H^{B}\right|+\frac{T}{L} \sup _{Q_{L}^{\prime}}\left|\int_{0}^{T} h \mathrm{~d} x_{d+1}\right|\right) \stackrel{(2.4)}{\lesssim} \frac{1}{C}$,
where in the last step we also used that $-\nabla^{\prime} v_{0}=\bar{h}_{T}=f_{0}^{T} h \mathrm{~d} x_{d+1}$. In particular, $\left|f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}\right| \leq \frac{1}{2}$ if $C$ is chosen large enough.

The proof of Proposition 2.6, inspired by [Vieo9], proceeds via localisation of the problem in small boundary plaquettes $P_{r}^{\prime}$ of size $r$ and a splitting of the boundary flux $f:=g-\bar{g}_{T}$ into two components:
(1) the oscillatory part of the boundary data $f-f_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f$, giving rise to a divergence-free field $h_{1}$ (carrying no "charges", therefore not influencing the magnetisation), and
(2) the average boundary flux $f_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f$, giving rise to a bounded field $h_{2}$ compatible with the magnetisation $m_{r}$.

Remark 2.8. Here one would be tempted to do a standard boundary layer construction based on screening properties, like, for instance, the one performed in [GO20, Lemma 2.4] for optimal transportation. Nevertheless, such a strategy has a major problem in our situation: one needs that $m_{0}+m_{\text {boundary-layer }} \in[-1,1]$, which is a hard constraint that is not accounted for in such a type of construction. We overcome this difficulty by the passage to a convex combination, which essentially converts boundedness by one in $L^{\infty}$ to requiring smallness in a weaker topology, see Remark 2.7.

Proof. The construction is done locally in each boundary plaquette $P_{r}^{\prime}$. We first take out the oscillatory part with a divergence-free field $h_{1}=-\nabla^{\prime} v_{1}$ by solving the elliptic PDE

$$
\begin{aligned}
-\Delta^{\prime} v_{1} & =0 & & \text { in } P_{r}^{\prime} \times\left\{x_{d+1}\right\} \\
-\nabla^{\prime} v_{1} \cdot v & =f-f_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f\left(\cdot, x_{d+1}\right) & & \text { on }\left(\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}\right) \times\left\{x_{d+1}\right\} \\
-\nabla^{\prime} v_{1} \cdot v & =0 & & \text { on }\left(\partial P_{r}^{\prime} \backslash \partial Q_{L}^{\prime}\right) \times\left\{x_{d+1}\right\} .
\end{aligned}
$$

Note that the solvability condition is fulfilled and by elliptic regularity we have the bound ${ }^{16}$

$$
\int_{P_{r}^{\prime} \times\left\{x_{d+1}\right\}}\left|h_{1}\right|^{2} \lesssim r \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}}\left(f\left(\cdot, x_{d+1}\right)-\int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f\left(\cdot, x_{d+1}\right)\right)^{2} \lesssim r \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\left(\cdot, x_{d+1}\right)
$$

[^10]In particular, summing over all the boundary plaquettes and integrating over $[0, T]$, we get

$$
\begin{equation*}
\frac{1}{L^{d} T} \int_{A_{L, T}(r)}\left|h_{1}\right|^{2} \mathrm{~d} x=\frac{1}{L^{d} T} \int_{0}^{T} \sum_{P_{r}^{\prime}} \int_{P_{r}^{\prime}}\left|h_{1}\right|^{2} \mathrm{~d} x^{\prime} \mathrm{d} x_{d+1} \lesssim \frac{r}{L} \int_{\Gamma_{L, T}} f^{2} \tag{2.7}
\end{equation*}
$$

Recall the linearly interpolated magnetisation $m_{0}\left(\cdot, x_{d+1}\right)=\frac{x_{d+1}}{T} m^{T}+\left(1-\frac{x_{d+1}}{T}\right) m^{B}$. For the averaged boundary flux we make the ansatz that $m_{r}=\lambda\left(\bar{m}-m_{0}\right)$ for some well-chosen $\bar{m}$ taking values in $[-1,1]$, and we allow $\lambda \equiv \lambda_{P_{r}^{\prime}}\left(x_{d+1}\right) \in\left[0, \frac{1}{2}\right]$ to depend on $x_{d+1}$ in the given plaquette $P_{r}^{\prime}$. Then $m_{r}(x) \in[-1,1]$ for all $x \in P_{r}^{\prime} \times[0, T]$, and therefore

$$
m_{0}+m_{r}=\lambda \bar{m}+(1-\lambda) m_{0} \in[-1,1] \quad \text { on } \quad Q_{L, T}
$$

This magnetisation gives rise to a field $h_{2}=-\nabla^{\prime} v_{2}$, which is defined slice-wise (for fixed $x_{d+1}$ ) as the solution to

$$
\begin{aligned}
-\Delta^{\prime} v_{2} & =-\partial_{d+1} m_{r} & & \text { in } P_{r}^{\prime} \times\left\{x_{d+1}\right\} \\
-\nabla^{\prime} v_{2} \cdot v & =\int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f\left(\cdot, x_{d+1}\right) & & \text { on }\left(\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}\right) \times\left\{x_{d+1}\right\} \\
-\nabla^{\prime} v_{2} \cdot v & =0 & & \text { on }\left(\partial P_{r}^{\prime} \backslash \partial Q_{L}^{\prime}\right) \times\left\{x_{d+1}\right\} .
\end{aligned}
$$

Note that this elliptic PDE has a solution if

$$
-\int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f=\int_{P_{r}^{\prime}} \partial_{d+1} m_{r}=\partial_{d+1}\left[\lambda\left(\int_{P_{r}^{\prime}} \bar{m} \mathrm{~d} x^{\prime}-\int_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}\right)\right]
$$

which is ensured by the choice

$$
\lambda\left(x_{d+1}\right)=\frac{-\frac{1}{\left|P_{r}^{\prime}\right|} \int_{0}^{x_{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f}{f_{P_{r}^{\prime}} \bar{m} \mathrm{~d} x^{\prime}-f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}}
$$

Note that $\lambda(0)=\lambda(T)=0$ since $\int_{0}^{T} f \mathrm{~d} x_{d+1}=0$ for almost every $x^{\prime} \in \partial Q_{L}^{\prime}$. Since we need to ensure that $\lambda \in\left[0, \frac{1}{2}\right]$, we select $\bar{m} \in[-1,1]$ in such a way that for a given sign of the enumerator the denominator is the largest possible, i.e. ${ }^{17}$

$$
\bar{m}(x):=\operatorname{sign}\left(-\frac{1}{\left|P_{r}^{\prime}\right|} \int_{0}^{x_{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f\right)
$$

Note that $\bar{m}$ only depends on $x_{d+1}$ in $P_{r}^{\prime} \times[0, T]$. Indeed, with this choice, by Remark 2.7, we can estimate

$$
\left|f_{P_{r}^{\prime}} \bar{m} \mathrm{~d} x^{\prime}-f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}\right| \geq 1-\sup _{P_{r}^{\prime}}\left|f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}\right| \geq \frac{1}{2}
$$

so that $\lambda \leq \frac{1}{2}$ if $\left|-\frac{1}{\left|P_{r}^{\prime}\right|} \int_{0}^{x_{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f\right| \leq \frac{1}{4}$. We next argue that this is implied by our assumption (2.4) on the size of the boundary layer. Indeed,

$$
\begin{aligned}
\left|-\frac{1}{\left|P_{r}^{\prime}\right|} \int_{0}^{x_{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f\right| & \lesssim \frac{\left|\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}\right|^{\frac{1}{2}}}{\left|P_{r}^{\prime}\right|} T^{\frac{1}{2}}\left(\int_{0}^{x_{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\right)^{\frac{1}{2}} \\
& \lesssim\left(\frac{r}{L}\right)^{-\frac{d+1}{2}}\left(\frac{T^{2}}{L^{2}} \int_{\Gamma_{L, T}} f^{2}\right)^{\frac{1}{2}} \stackrel{(2.4)}{\leq} \frac{1}{4}
\end{aligned}
$$

${ }^{17}$ In fact, we have that $\bar{m}=\operatorname{argmin}\left\{\frac{-\frac{1}{\mid P_{r}^{\prime}} \int_{0}^{x_{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f}{\int_{P_{r}^{\prime}} \widetilde{m} \mathrm{~d} x^{\prime}-f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}}: \widetilde{m} \in[-1,1]\right.$ such that $\left.\lambda \geq 0\right\}$.
if the constant $C$ in (2.4) is chosen large enough. Notice that we have the finer estimate

$$
\begin{equation*}
\lambda \lesssim\left(\frac{r}{L}\right)^{-\frac{d+1}{2}}\left(\frac{T^{2}}{L^{2}} \frac{1}{L^{d-1} T} \int_{0}^{T} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\right)^{\frac{1}{2}}, \tag{2.8}
\end{equation*}
$$

which will be important when summing up the estimates over all plaquettes.
Next, we show that $\partial_{d+1} m_{r} \in L^{\infty}$ and satisfies the estimate (2.6). To this end, notice that

$$
\partial_{d+1} m_{r}=\partial_{d+1}\left(\lambda\left(\bar{m}-m_{0}\right)\right)=\lambda^{\prime}\left(\bar{m}-m_{0}\right)+\lambda\left(\partial_{d+1} \bar{m}-\partial_{d+1} m_{0}\right)=\lambda^{\prime}\left(\bar{m}-m_{0}\right)-\lambda \partial_{d+1} m_{0},
$$

where we used that $\lambda$ vanishes where $\bar{m}$ changes sign, so that $\lambda \partial_{d+1} \bar{m}=0 .{ }^{18}$
Using that $\left|m^{B, T}\right| \leq 1$, the latter term is easily bounded by

$$
\left|\lambda \partial_{d+1} m_{0}\right| \leq \lambda\left|\frac{m^{T}-m^{B}}{T}\right| \lesssim \frac{\lambda}{T} \stackrel{(2.8)}{\lessgtr} \frac{1}{T}\left(\frac{r}{L}\right)^{-\frac{d+1}{2}}\left(\frac{T^{2}}{L^{2}} \frac{1}{L^{d-1} T} \int_{0}^{T} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\right)^{\frac{1}{2}} .
$$

For the other term, we calculate

$$
\lambda^{\prime}\left(x_{d+1}\right)=\frac{-\frac{1}{\left|P_{P}^{\prime}\right|} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f\left(\cdot, x_{d+1}\right)}{f_{P_{r}^{\prime}} \bar{m} \mathrm{~d} x^{\prime}-f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}}-\lambda \frac{f_{P_{r}^{\prime}} \partial_{d+1} m_{0} \mathrm{~d} x^{\prime}}{f_{P_{r}^{\prime}} \bar{m} \mathrm{~d} x^{\prime}-f_{P_{r}^{\prime}} m_{0} \mathrm{~d} x^{\prime}} .
$$

In particular, bounding the first term in a similar way as $\lambda$ in (2.8) (without the $x_{d+1}$-integral) and the second term as before, we obtain

$$
\left|\lambda^{\prime}\left(x_{d+1}\right)\right| \lesssim\left(\frac{r}{L}\right)^{-\frac{d+1}{2}}\left(\frac{1}{L^{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\left(\cdot, x_{d+1}\right)\right)^{\frac{1}{2}}+\left(\frac{r}{L}\right)^{-\frac{d+1}{2}}\left(\frac{1}{L^{d+1} T} \int_{0}^{T} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\right)^{\frac{1}{2}}
$$

and so, since $\left\|\bar{m}\left(\cdot, x_{d+1}\right)-m_{0}\left(\cdot, x_{d+1}\right)\right\|_{L^{\infty}\left(Q_{L}^{\prime}\right)} \leq 2$, it follows that

$$
\begin{aligned}
\sup _{P_{r}^{\prime}}\left|\partial_{d+1} m_{r}\left(\cdot, x_{d+1}\right)\right|^{2} & \lesssim\left(\frac{r}{L}\right)^{-(d+1)} \frac{1}{L^{d+1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\left(\cdot, x_{d+1}\right) \\
& +\left(\frac{r}{L}\right)^{-(d+1)} \frac{1}{L^{d+1} T} \int_{0}^{T} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2} .
\end{aligned}
$$

By standard elliptic regularity ${ }^{19}$, we then have the following estimate for $h_{2}=-\nabla^{\prime} v_{2}$ :

$$
\begin{aligned}
\sup _{P_{r}^{\prime}}\left|h_{2}\left(\cdot, x_{d+1}\right)\right|^{2} & \lesssim r^{2} \sup _{P_{r}^{\prime}}\left|\partial_{d+1} m_{r}\left(\cdot, x_{d+1}\right)\right|^{2}+f_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\left(\cdot, x_{d+1}\right) \\
& \lesssim\left(\frac{r}{L}\right)^{-(d-1)} \frac{1}{L^{d-1}} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2}\left(\cdot, x_{d+1}\right)+\left(\frac{r}{L}\right)^{-(d-1)} \frac{1}{L^{d-1} T} \int_{0}^{T} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2} .
\end{aligned}
$$

In particular, we get that

$$
\frac{1}{L^{d} T} \int_{0}^{T} \int_{P_{r}^{\prime}}\left|h_{2}\right|^{2} \mathrm{~d} x \leqslant \frac{1}{T} \int_{0}^{T}\left(\frac{r}{L}\right)^{d} \sup _{P_{r}^{\prime}}\left|h_{2}\right|^{2} \mathrm{~d} x_{d+1} \leqslant \frac{r}{L} \frac{1}{L^{d-1} T} \int_{0}^{T} \int_{\partial P_{r}^{\prime} \cap \partial Q_{L}^{\prime}} f^{2} .
$$

Summing over all the boundary plaquettes we then obtain the bound

$$
\begin{equation*}
\frac{1}{L^{d} T} \int_{A_{L, T}(r)}\left|h_{2}\right|^{2} \mathrm{~d} x=\frac{1}{L^{d} T} \int_{0}^{T} \sum_{P_{r}^{\prime}} \int_{P_{r}^{\prime}}\left|h_{2}\right|^{2} \mathrm{~d} x \lesssim \frac{r}{L} \int_{\Gamma_{L, T}} f^{2} . \tag{2.9}
\end{equation*}
$$

[^11]Putting the two contributions (i.e. $h_{1}$ and $h_{2}$ ) together, we have constructed an admissible pair ( $m_{r}, h_{r}$ ) $\in \mathcal{X}_{r}(L, T)$, where $h_{r}=h_{1}+h_{2}$, which by (2.7) and (2.9) satisfies the estimate

$$
\frac{1}{L^{d} T} \int_{A_{L, T}(r)}\left|h_{r}\right|^{2} \mathrm{~d} x \lesssim \frac{r}{L} \int_{\Gamma_{L, T}} f^{2}
$$

## 3. Construction: From relaxed to non-convex

In this section we construct a competitor for the non-convex energy (1.4) from a competitor for the relaxed problem. This construction will play an essential role in the proofs of our main results, as we shall see in Section 4 and Section 5 . We start with a building block for the full branching construction.

Lemma 3.1 (Building block for the construction). Let $Q=[0,1]^{d+1}$. Given an admissible pair $(M, H) \in L^{\infty}(Q ;[-1,1]) \times L^{2}\left(Q ; \mathbb{R}^{d}\right)$ such that $\partial_{d+1} M+\nabla^{\prime} \cdot H=0$ and $\left\|\partial_{d+1} M\right\|_{L_{y_{d+1}}^{2} L_{y^{\prime}}^{\infty}(Q)} \lesssim 1$, there exist functions $\widetilde{M} \in L_{y_{d+1}}^{1}\left([0,1] ; B V_{y^{\prime}}\left([0,1]^{d} ; \pm 1\right)\right)$ and $\widetilde{H} \in L^{2}\left(Q ; \mathbb{R}^{d}\right)$ such that $\partial_{d+1} \widetilde{M}+\nabla^{\prime} \cdot \widetilde{H}=0$ in $Q$ and $\widetilde{H} \cdot v^{\prime}=H \cdot v^{\prime}$ on $\Gamma=\partial[0,1]^{d} \times[0,1]$, and satisfying the estimates

$$
\begin{align*}
\int_{Q}\left|\nabla^{\prime} \widetilde{M}\right| & \lesssim 1  \tag{3.1}\\
\int_{Q}|\widetilde{H}-H|^{2} \mathrm{~d} y & \lesssim 1 \tag{3.2}
\end{align*}
$$

Remark 3.2. Since the construction for $d \geq 2$ will be done in such a way that it is constant in the directions $y_{3}, \ldots, y_{d}$, for simplicity and to not overburden the reader with notation, we will give the proof just for $d=2$. The generalisation to higher dimensions is then immediate.

Moreover, the proof can be adapted to the case $d=1$ (and simplified considerably), thus recovering a construction similar to [Conoo].
Prooffor $d=2$. The construction of a $\pm 1$-valued function $\widetilde{M}$ from $M$ is done in two steps: a geometric refinement in the lower half of the cube and a local averaging with respect to the refined subdomains. It is worth remarking that the geometric refinement will be crucial when constructing a competitor for the non-convex energy, in view of the weak boundary conditions that the magnetisation needs to satisfy on the top and bottom boundaries of the domain sample.

Step 1 (Averaging). Let $S_{i j}=\left[0, \frac{1}{2}\right]^{2}+\left(\frac{i}{2}, \frac{j}{2}\right)$ for $i, j \in\{0,1\}$, and define

$$
\bar{M}(y):= \begin{cases}\int_{[0,1]^{2}} M\left(x^{\prime}, y_{3}\right) \mathrm{d} x^{\prime} & \text { for } y_{3} \in\left[\frac{1}{2}, 1\right] \\ \left(1-2 y_{3}\right) f_{S_{i j}} M\left(x^{\prime}, y_{3}\right) \mathrm{d} x^{\prime}+2 y_{3} \int_{[0,1]^{2}} M\left(x^{\prime}, y_{3}\right) \mathrm{d} x^{\prime} & \text { for } y_{3} \in\left[0, \frac{1}{2}\right) \text { and } y^{\prime} \in S_{i j}\end{cases}
$$

Let us observe that our construction refines from a single plaquette for $y_{3} \in\left[\frac{1}{2}, 1\right]$ to four identical plaquettes for $y_{3} \in\left[0, \frac{1}{2}\right)$. The main idea here is that for $y_{3} \in\{0,1\}$, in each plaquette $\bar{M}$ is equal to the average of the magnetisation over the corresponding plaquette. In the upper half of the cube, i.e. for $y_{3} \in\left[\frac{1}{2}, 1\right)$, since there is only one plaquette, we define $\bar{M}$ as the average of the magnetisation over the corresponding plaquette. Then, in the lower half of the cube, i.e. for $y_{3} \in\left(0, \frac{1}{2}\right)$, on each plaquette at height $y_{3}$ we take a convex combination between $f_{S_{i, j}} M\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}$ and $\int_{[0,1]^{2}} M\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}$, where the coefficients of the convex combination are taken to be linear with respect to $y_{3}$ and so that $\bar{M}$ does not jump at $y_{3}=\frac{1}{2}$.

We remark that the constructed $\bar{M}$ is such that $\bar{M} \in[-1,1]$ in $Q$ and $\int_{[0,1]^{2}} M\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}=$ $\int_{[0,1]^{2}} \bar{M}\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}$ for every $y_{3} \in[0,1]$, i.e. the average per $y_{3}$-slice is preserved.

Step 2 (Construction of a $\pm 1$-valued magnetisation). With the locally averaged $\bar{M}$ we can now proceed to define a $\pm 1$-valued magnetisation $\widetilde{M}$ with the property that in each horizontal plaquette $S_{i j} \times\left\{y_{3}\right\}$ there is exactly one interface curve, by shifting the magnetisation according to the volume fraction in each horizontal slice.

For $y_{3} \in\left[\frac{1}{2}, 1\right]$, we set

$$
\widetilde{M}(y):= \begin{cases}+1 & \text { if } y_{1} \in\left[0, \eta_{1}\left(y_{3}\right)\right] \cup\left[\frac{1}{2}, \eta_{2}\left(y_{3}\right)\right] \\ -1 & \text { else }\end{cases}
$$

where

$$
\begin{equation*}
\eta_{1}\left(y_{3}\right):=\min \left(y_{3} \frac{1+\bar{M}(y)}{2}, \frac{1}{2}\right) \quad \text { and } \quad \eta_{2}\left(y_{3}\right):=\frac{1}{2}+\max \left(\left(1-y_{3}\right) \frac{1+\bar{M}(y)}{2}, \frac{\bar{M}(y)}{2}\right) \tag{3.3}
\end{equation*}
$$

and we recall that $\bar{M}(y)=\int_{[0,1]^{2}} M(y) \mathrm{d} y^{\prime} \in[-1,1]$ depends only on $y_{3}$.
For $y_{3} \in\left[0, \frac{1}{2}\right)$ the local averaging is refined to ensure that the construction is compatible with the top boundary conditions of four cubes with corresponding volume fractions: we define

$$
\widetilde{M}(y):= \begin{cases}+1 & \text { if } y^{\prime} \in S_{i j} \text { and } y_{1} \in\left[\frac{i}{2}, \frac{i}{2}+\frac{1}{2} \frac{1+\bar{M}(y)}{2}\right] \\ -1 & \text { elsewhere on } S_{i j}\end{cases}
$$

Note that the magnetisation $\widetilde{M}$ is piecewise constant in $y_{2}$.
In words, the main idea here is that for $y_{3} \in\{0,1\}$, all the "positive" mass of $M$ in each plaquette, that is the Lebesgue measure of the set where $M\left(\cdot, y_{3}\right)=+1$ in the corresponding plaquette, which is equal to $\frac{1+\bar{M}(y)}{2}$, is shifted to the left in the $y_{1}$-direction, which preserves the average.

In the lower half of the cube, we do exactly the same. However, recall that for $y_{3} \in\left(0, \frac{1}{2}\right), \bar{M}$ is not longer equal to the average of $M$ over the corresponding plaquette, but a convex combination between the average over each plaquette and the average over the four of them. This in particular ensures that for $y_{3}=\frac{1}{2}$ the "positive" mass in $[0,1]^{2} \times\left\{\frac{1}{2}\right\}$ is equally distributed (and shifted to the left) in the 2 plaquettes $\left[0, \frac{1}{2}\right] \times[0,1] \times\left\{\frac{1}{2}\right\}$ and $\left[\frac{1}{2}, 1\right] \times[0,1] \times\left\{\frac{1}{2}\right\}$. Hence, $\widetilde{M}$ is constant in the $y_{2}$-direction at $y_{3}=\frac{1}{2}$.

For $y_{3} \in\left(\frac{1}{2}, 1\right)$, the "positive" mass in $[0,1]^{2} \times\left\{y_{3}\right\}$ is unequally distributed (and shifted to the left) in the 2 plaquettes $\left[0, \frac{1}{2}\right] \times[0,1] \times\left\{y_{3}\right\}$ and $\left[\frac{1}{2}, 1\right] \times[0,1] \times\left\{y_{3}\right\}$. More precisely, we put a fraction $y_{3}$ in the first plaquette, and the remaining $\left(1-y_{3}\right)$ fraction in the latter. A key observation is that when one reaches $y_{3}=1$, then $\left(1-y_{3}\right)$ vanishes and therefore all the "positive" mass is shifted to the left in the single plaquette $[0,1]^{2} \times\{1\}$.

For the reader's convenience, in Figure 2 and Figure 3 we depict how $\widetilde{M}$ looks like in two simple situations.

We remark that the constructed $\widetilde{M}$ is such that $\widetilde{M} \in[-1,1]$ in $Q$ and $\int_{[0,1]^{2}} \widetilde{M}\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}=$ $\int_{[0,1]^{2}} \bar{M}\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}=\int_{[0,1]^{2}} M\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}$ for every $y_{3} \in[0,1]$, i.e. the average per slice in $y_{3}$ direction is preserved.

Remark 3.3. The refinement is done in such a way that the constructed $\pm 1$-valued magnetisation in Corollary 3.4 is continuous in the vertical direction.

Since this construction creates at most 3 interfaces for $y_{3} \in\left[\frac{1}{2}, 1\right]$ and at most 8 interfaces for $y_{3} \in\left[0, \frac{1}{2}\right.$ ) (at most 6 in $y_{1}$ direction and at most 2 in $y_{2}$ direction), the total surface energy created is bounded by

$$
\int_{Q}\left|\nabla^{\prime} \tilde{M}\right| \lesssim 1
$$



Figure 2. Given $y_{2} \in[0,1]$, this depicts $\widetilde{M}\left(\cdot, y_{2}, \cdot\right)$ in the case when $\int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}=$ 0 and $\bar{M}=0$ for every $y_{3} \in[0,1]$. The set $\left\{\widetilde{M}\left(\cdot, y_{2}, \cdot\right)=+1\right\}$ is coloured in green, whereas $\left\{\widetilde{M}\left(\cdot, y_{2}, \cdot\right)=-1\right\}$ is coloured in blue. Notice that in this special case $\widetilde{M}$ is constant in $y_{2}$ direction.


Figure 3. The picture on the left depicts $\widetilde{M}\left(\cdot, y_{2}, \cdot\right)$ for $y_{2} \in\left[0, \frac{1}{2}\right]$ and the one on the right for $y_{2} \in\left[\frac{1}{2}, 1\right]$, in the case $\int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}=\frac{1}{4}$ for every $y_{3} \in[0,1]$, and $f_{S_{0,0}} M \mathrm{~d} y^{\prime}=1, \quad f_{S_{1,0}} M \mathrm{~d} y^{\prime}=f_{S_{0,1}} M \mathrm{~d} y^{\prime}=-\frac{1}{4}$, and $f_{S_{1,1}} M \mathrm{~d} y^{\prime}=\frac{1}{2}$ for every $y_{3} \in\left[0, \frac{1}{2}\right]$. The set $\left\{\widetilde{M}\left(\cdot, y_{2}, \cdot\right)=+1\right\}$ is coloured in green, whereas $\left\{\widetilde{M}\left(\cdot, y_{2}, \cdot\right)=-1\right\}$ is coloured in blue. Observe that $\widetilde{M}$ is not constant in $y_{2}$ direction for $y_{3} \in\left[0, \frac{1}{2}\right)$.

Step 3 (Construction of corrector fields). Since the local rearrangement of the magnetisation creates "excess charges" $\partial_{3}(\tilde{M}-M)$, we have to define a corrector field $H_{\text {cor }}$ such that

$$
\begin{align*}
\partial_{3}(\widetilde{M}-M)+\nabla^{\prime} \cdot H_{\mathrm{cor}} & =0 \\
& \text { in } \quad Q,  \tag{3.4}\\
H_{\mathrm{cor}} \cdot v^{\prime} & =0
\end{align*} \quad \text { on } \quad \Gamma,
$$

in order to obtain a competitor for the non-convex problem satisfying the right boundary conditions (since the corrector field satisfies Neumann boundary conditions).

We treat the cases $y_{3} \in\left[0, \frac{1}{2}\right)$ and $y_{3} \in\left[\frac{1}{2}, 1\right]$ separately.
Case 1. For $y_{3} \in\left[\frac{1}{2}, 1\right]$ we have

$$
\partial_{3} \widetilde{M}=2 \eta_{1}^{\prime}\left(y_{3}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{1}\left(y_{3}\right)\right\}}+2 \eta_{2}^{\prime}\left(y_{3}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{2}\left(y_{3}\right)\right\}},
$$

with $\eta_{1,2}$ defined in (3.3). There holds

$$
\begin{aligned}
\eta_{1}^{\prime}\left(y_{3}\right) & =1_{\left\{y_{3} \frac{1+\bar{M}(y)}{2} \leq \frac{1}{2}\right\}}\left(\frac{1+\bar{M}(y)}{2}+\frac{y_{3}}{2} \partial_{3} \bar{M}(y)\right), \\
\eta_{2}^{\prime}\left(y_{3}\right) & =\mathbf{1}_{\left\{\left(1-y_{3}\right) \frac{1+\bar{M}(y)}{2} \geq \frac{\bar{M}(y)}{2}\right\}}\left(-\frac{1+\bar{M}(y)}{2}+\frac{1-y_{3}}{2} \partial_{3} \bar{M}(y)\right)+\mathbf{1}_{\left\{\left(1-y_{3}\right) \frac{1+\bar{M}(y)}{2}<\frac{\bar{M}(y)}{2}\right\}} \frac{\partial_{3} \bar{M}(y)}{2} \\
& =\mathbf{1}_{\left\{y_{3} \frac{1+\bar{M}(y)}{2} \leq \frac{1}{2}\right\}}\left(-\frac{1+\bar{M}(y)}{2}-\frac{y_{3}}{2} \partial_{3} \bar{M}(y)\right)+\frac{\partial_{3} \bar{M}}{2},
\end{aligned}
$$

and we construct $H_{\text {cor }}$ as superposition of (slice-wise defined) corrector fields corresponding to the decomposition ${ }^{20}$

$$
\begin{aligned}
\partial_{3}(\widetilde{M}-M)= & 1_{\left\{y_{3} \frac{1+\bar{M}(y)}{2} \leq \frac{1}{2}\right\}}\left((1+\bar{M}) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{1}\left(y_{3}\right)\right\}}-(1+\bar{M}) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{2}\left(y_{3}\right)\right\}}\right) \\
& +\mathbf{1}_{\left\{y_{3} \frac{1+\bar{M}(y)}{2} \leq \frac{1}{2}\right\}}\left(y_{3}\left(\partial_{3} \bar{M}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{1}\left(y_{3}\right)\right\}}-y_{3}\left(\partial_{3} \bar{M}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{2}\left(y_{3}\right)\right\}}\right) \\
& +\left(\left(\partial_{3} \bar{M}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{2}\left(y_{3}\right)\right\}}-\partial_{3} M\right) .
\end{aligned}
$$

Corrector 1.1 For $y_{3} \frac{1+\bar{M}(y)}{2} \leq \frac{1}{2}$ we solve

$$
-\nabla^{\prime} \cdot H_{\mathrm{cor}}^{(1)}=(1+\bar{M}) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{1}\left(y_{3}\right)\right\}}-(1+\bar{M}) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{2}\left(y_{3}\right)\right\}} \quad \text { in }[0,1]^{2} \times\left\{y_{3}\right\}
$$

with boundary condition $H_{\mathrm{cor}}^{(1)} \cdot v^{\prime}=0$ on $\partial[0,1]^{2} \times\left\{y_{3}\right\}$. A solution is easily found to be

$$
H_{\text {cor }}^{(1)}=-(1+\bar{M}) e_{1} \mathbf{1}_{\left\{y_{1} \geq \eta_{1}\right\}}+(1+\bar{M}) e_{1} \mathbf{1}_{\left\{y_{1} \geq \eta_{2}\right\}}=-(1+\bar{M}) e_{1} \mathbf{1}_{\left\{\eta_{1} \leq y_{1} \leq \eta_{2}\right\}}
$$

where $e_{1}=(1,0)$ denotes the unit vector in $y_{1}$ direction. For $y_{3} \frac{1+\bar{M}(y)}{2}>\frac{1}{2}$ we set $H_{\text {cor }}^{(1)}=0$. Note that this field satisfies $\left\|H_{\text {cor }}^{(1)}\right\|_{L^{\infty}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)} \leq 2$, hence

$$
\begin{equation*}
\left\|H_{\mathrm{cor}}^{(1)}\right\|_{L^{2}\left([0,1]^{2} \times\left[\frac{1}{2}, 1\right]\right)} \leq 2 \tag{3.5}
\end{equation*}
$$

Corrector 1.2 For the next correction field we first note that

$$
\partial_{3} \bar{M}=\int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}
$$

so that as for the first corrector we can set

$$
H_{\mathrm{cor}}^{(2)}=-y_{3}\left(\partial_{3} \bar{M}\right) e_{1} \mathbf{1}_{\left\{\eta_{1} \leq y_{1} \leq \eta_{2}\right\}}
$$

[^12]for $y_{3} \frac{1+\bar{M}(y)}{2} \leq \frac{1}{2}$ and $H_{\text {cor }}^{(2)}=0$ otherwise, which solves
$$
-\nabla^{\prime} \cdot H_{\text {cor }}^{(2)}=y_{3}\left(\partial_{3} \bar{M}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{1}\left(y_{3}\right)\right\}}-y_{3}\left(\partial_{3} \bar{M}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{2}\left(y_{3}\right)\right\}}
$$
in $[0,1]^{2} \times\left\{y_{3}\right\}$ with boundary condition $H_{\text {cor }}^{(1)} \cdot v^{\prime}=0$ on $\partial[0,1]^{2} \times\left\{y_{3}\right\}$ for $y_{3} \frac{1+\bar{M}(y)}{2} \leq \frac{1}{2}$. We then have the bound
\[

$$
\begin{align*}
\left\|H_{\mathrm{cor}}^{(2)}\right\|_{L^{2}\left([0,1]^{2} \times\left[\frac{1}{2}, 1\right]\right)}^{2} & \leq \int_{\frac{1}{2}}^{1}\left\|H_{\mathrm{cor}}^{(2)}\right\|_{L^{\infty}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)}^{2} \mathrm{~d} y_{3} \leq \int_{0}^{1}\left(\partial_{3} \bar{M}\right)^{2} \mathrm{~d} y_{3} \\
& \leq\left\|\partial_{3} M\right\|_{L_{y_{3}} L_{y^{\prime}}^{\infty}}^{2}(Q) \tag{3.6}
\end{align*}
$$
\]

Corrector 1.3 For the remaining correction we make the ansatz $H_{\text {cor }}^{(3)}=\nabla^{\prime} v_{\mathrm{cor}}^{(3)}$ where $v_{\mathrm{cor}}^{(3)}$ is a solution of the elliptic PDE

$$
\begin{aligned}
\Delta^{\prime} v_{\mathrm{cor}}^{(3)} & =\partial_{3} M-\left(\partial_{3} \bar{M}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{2}\left(y_{3}\right)\right\}} & & \text { in }[0,1]^{2} \times\left\{y_{3}\right\} \\
\nabla^{\prime} v_{\mathrm{cor}}^{(3)} \cdot v^{\prime} & =0 & & \text { on } \partial[0,1]^{2} \times\left\{y_{3}\right\}
\end{aligned}
$$

for $y_{3} \in\left[\frac{1}{2}, 1\right]$. Note that by Lemma A.1 (for $d=2$ ) this PDE is solvable and the solution satisfies the bound

$$
\left\|H_{\text {cor }}^{(3)}\right\|_{L^{2}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)} \lesssim\left\|\partial_{3} M\right\|_{L^{2}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)} \lesssim\left\|\partial_{3} M\right\|_{L^{\infty}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)}
$$

hence

$$
\begin{equation*}
\left\|H_{\text {cor }}^{(3)}\right\|_{L^{2}\left([0,1]^{2} \times\left[\frac{1}{2}, 1\right]\right)} \lesssim\left\|\partial_{3} M\right\|_{L_{y_{3}}^{2} L_{y^{\prime}}^{\infty}(Q)} \tag{3.7}
\end{equation*}
$$

Case 2. For $y_{3} \in\left[0, \frac{1}{2}\right)$, where the local averaging is refined, there is a change also in the $y_{2}$ direction. This is why we do the construction of a comparison field on the four plaquettes $S_{i, j}$, $i, j=0,1$.
To this end, define $\eta_{(i, j)}\left(y_{3}\right)=\frac{i}{2}+\frac{1}{2} \frac{1+\bar{M}(y)}{2}$ for $(i, j) \in\{0,1\}$, recalling that

$$
\bar{M}(y)=\left(1-2 y_{3}\right) \int_{S_{i j}} M\left(x^{\prime}, y_{3}\right) \mathrm{d} x^{\prime}+2 y_{3} \int_{[0,1]^{2}} M\left(x^{\prime}, y_{3}\right) \mathrm{d} x^{\prime}, \quad \text { for } y^{\prime} \in S_{i j}
$$

Then

$$
\begin{aligned}
\partial_{3} \widetilde{M}= & 2 \eta_{(0,0)}^{\prime}\left(y_{3}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{(0,0)}\left(y_{3}\right)\right\} \cap S_{00}}+2 \eta_{(1,0)}^{\prime}\left(y_{3}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{(1,0)}\left(y_{3}\right)\right\} \cap s_{10}} \\
& +2 \eta_{(0,1)}^{\prime}\left(y_{3}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{(0,1)}\left(y_{3}\right)\right\} \cap S_{01}}+2 \eta_{(1,1)}^{\prime}\left(y_{3}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{(1,1)}\left(y_{3}\right)\right\} \cap s_{11}}
\end{aligned}
$$

with

$$
\eta_{(i, j)}^{\prime}\left(y_{3}\right)=\frac{1}{2}\left(\int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}-\int_{S_{i j}} M \mathrm{~d} y^{\prime}\right)+\frac{y_{3}}{2}\left(\int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}-\int_{S_{i j}} \partial_{3} M \mathrm{~d} y^{\prime}\right)+\frac{1}{2} \int_{S_{i j}} \partial_{3} M \mathrm{~d} y^{\prime}
$$

Corrector 2.1 We first solve

$$
\begin{equation*}
-\nabla^{\prime} \cdot H_{\text {cor }}^{(4)}=\sum_{i, j \in\{0,1\}}\left(\int_{[0,1]^{2}} M\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}-\int_{S_{i j}} M\left(y^{\prime}, y_{3}\right) \mathrm{d} y^{\prime}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{(i, j)}\left(y_{3}\right)\right\} \cap S_{i j}} \tag{3.8}
\end{equation*}
$$

in $[0,1]^{2} \times\left\{y_{3}\right\}$ with boundary condition $H_{\mathrm{cor}}^{(4)} \cdot v^{\prime}=0$ on $\partial[0,1]^{2} \times\left\{y_{3}\right\}$. We proceed in two steps: Consider the field

$$
\begin{aligned}
H_{\mathrm{cor}}^{(4, \alpha)}(y)=-\sum_{j=0}^{1} & {\left[\left(\int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}-\int_{S_{0 j}} M \mathrm{~d} y^{\prime}\right) \mathbf{1}_{\left\{y_{1} \geq \eta_{(0, j)}\left(y_{3}\right)\right\} \cap S_{0 j}}\right.} \\
& \left.-\left(\int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}-\int_{S_{1 j}} M \mathrm{~d} y^{\prime}\right) \mathbf{1}_{\left\{y_{1} \leq \eta_{(1, j)}\left(y_{3}\right)\right\} \cap S_{1 j}}\right] e_{1}
\end{aligned}
$$

which has zero normal flux through the boundary. Its horizontal divergence has an extra contribution from surface charges at the interface $\left\{y_{1}=\frac{1}{2}\right\}$, given by

$$
\sum_{j=0}^{1}\left(2 \int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}-\int_{S_{0, j}} M \mathrm{~d} y^{\prime}-\int_{S_{1, j}} M \mathrm{~d} y^{\prime}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\frac{1}{2}\right\} \cap\left(S_{0, j} \cup S_{1, j}\right)},
$$

which we correct with the field

$$
H_{\mathrm{cor}}^{(4, \beta)}(y)= \begin{cases}-\left(2 \int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}-f_{S_{0,0}} M \mathrm{~d} y^{\prime}-f_{S_{1,0}} M \mathrm{~d} y^{\prime}\right)\left(e_{1}+e_{2}\right) & \text { in } S_{10} \cap\left\{y_{2} \geq y_{1}-\frac{1}{2}\right\}, \\ -\left(2 \int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}-f_{S_{0,1}} M \mathrm{~d} y^{\prime}-f_{S_{1,1}} M \mathrm{~d} y^{\prime}\right)\left(e_{1}-e_{2}\right) & \text { in } S_{11} \cap\left\{y_{2} \leq \frac{3}{2}-y_{1}\right\}, \\ 0 & \text { otherwise. }\end{cases}
$$

Note that $H_{\text {cor }}^{(4, \beta)}$ is continuous in $y_{2}$ across the sector boundary between $S_{10}$ and $S_{11}$ because

$$
\begin{equation*}
4 \int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}=\sum_{i, j \in\{0,1\}} f_{S_{i j}} M \mathrm{~d} y^{\prime} \tag{3.9}
\end{equation*}
$$

and that $H_{\text {cor }}^{(4, \beta)} \cdot v^{\prime}=0$ on $\partial[0,1]^{2} \times\left\{y_{3}\right\}$.
Hence, $H_{\text {cor }}^{(4)}=H_{\text {cor }}^{(4, \alpha)}+H_{\text {cor }}^{(4, \beta)}$ is a solution of (3.8) with the right boundary conditions. By construction, it satisfies $\left\|H_{\text {cor }}^{(4)}\right\|_{L^{\infty}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)} \lesssim 1$ for $y_{3} \in\left[0, \frac{1}{2}\right)$, hence

$$
\begin{equation*}
\left\|H_{\text {cor }}^{(4)}\right\|_{L^{\infty}\left([0,1]^{2} \times\left[0, \frac{1}{2}\right)\right)} \lesssim 1 . \tag{3.10}
\end{equation*}
$$

Corrector 2.2 Next, we solve

$$
-\nabla^{\prime} \cdot H_{\mathrm{cor}}^{(5)}=\sum_{i, j \in\{0,1\}} y_{3}\left(\int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}-\int_{S_{i j}} \partial_{3} M \mathrm{~d} y^{\prime}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{(i, j)}\left(y_{3}\right)\right\} \cap S_{i j}}
$$

in $[0,1]^{2}$ with boundary condition $H_{\text {cor }}^{(5)} \cdot v^{\prime}=0$ on $\partial[0,1]^{2}$ in an analogous way. More precisely, we set $H_{\text {cor }}^{(5)}=H_{\text {cor }}^{(5, \alpha)}+H_{\text {cor }}^{(5, \beta)}$ with

$$
\begin{aligned}
& H_{\mathrm{cor}}^{(5, \alpha)}(y)=-\sum_{j=0,1} y_{3}\left[\left(\int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}-\int_{S_{0 j}} \partial_{3} M \mathrm{~d} y^{\prime}\right) \mathbf{1}_{\left\{y_{1} \geq \eta_{(0, j)}\left(y_{3}\right)\right\} \cap S_{0 j}}\right. \\
&\left.-\left(\int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}-\int_{S_{1 j}} \partial_{3} M \mathrm{~d} y^{\prime}\right) \boldsymbol{1}_{\left\{y_{1} \leq \eta_{(1, j)}\left(y_{3}\right)\right\} \cap S_{1 j}}\right] e_{1},
\end{aligned}
$$

and a corresponding correction for the discontinuities at the interface $\left\{y_{1}=\frac{1}{2}\right\}$ given by

$$
H_{\mathrm{cor}}^{(5, \beta)}(y)= \begin{cases}-y_{3}\left(2 \int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}-f_{S_{0,0}} \partial_{3} M \mathrm{~d} y^{\prime}-f_{S_{1,0}} \partial_{3} M \mathrm{~d} y^{\prime}\right)\left(e_{1}+e_{2}\right) & \text { in } S_{10} \cap\left\{y_{2} \geq y_{1}-\frac{1}{2}\right\}, \\ -y_{3}\left(2 \int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}-f_{S_{0,1}} \partial_{3} M \mathrm{~d} y^{\prime}-f_{S_{1,1}} \partial_{3} M \mathrm{~d} y^{\prime}\right)\left(e_{1}-e_{2}\right) & \text { in } S_{11} \cap\left\{y_{2} \leq \frac{3}{2}-y_{1}\right\}, \\ 0 & \text { otherwise. }\end{cases}
$$

In particular, we have the bound $\left\|H_{\text {cor }}^{(5)}\right\|_{L^{\infty}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)} \leqslant\left\|\partial_{3} M\right\|_{L^{\infty}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)}$ for $y_{3} \in\left[0, \frac{1}{2}\right)$, hence

$$
\begin{equation*}
\left\|H_{\operatorname{cor}}^{(5)}\right\|_{L^{2}\left([0,1]^{2} \times\left[0, \frac{1}{2}\right)\right)} \lesssim\left\|\partial_{3} M\right\|_{L_{y_{3}}^{2}} L_{y^{\prime}}^{\infty}(Q) . \tag{3.11}
\end{equation*}
$$

Corrector 2.3 Finally, we solve the elliptic PDE

$$
\begin{aligned}
\Delta^{\prime} v_{\text {cor }}^{(6)} & =\partial_{3} M-\sum_{i, j \in\{0,1\}}\left(\frac{1}{2} f_{S_{i j}} \partial_{3} M \mathrm{~d} y^{\prime}\right) \mathcal{H}^{1} L_{\left\{y_{1}=\eta_{(i, j)}\left(y_{3}\right)\right\} \cap S_{i j}} & & \text { in }[0,1]^{2} \times\left\{y_{3}\right\}, \\
\nabla^{\prime} v_{\mathrm{cor}}^{(6)} \cdot v^{\prime} & =0 & & \text { on } \partial[0,1]^{2} \times\left\{y_{3}\right\} .
\end{aligned}
$$

Note that by (3.9),

$$
\int_{[0,1]^{2}} \partial_{3} M \mathrm{~d} y^{\prime}-\frac{1}{2} \sum_{i, j \in\{0,1\}}\left(\frac{1}{2} f_{S_{i j}} \partial_{3} M \mathrm{~d} y^{\prime}\right)=\partial_{3}\left(\int_{[0,1]^{2}} M \mathrm{~d} y^{\prime}-\frac{1}{4} \sum_{i, j \in\{0,1\}} f_{S_{i j}} M \mathrm{~d} y^{\prime}\right)=0
$$

Hence the equation is solvable and with Lemma A. 1 (for $d=2$ ) we obtain a correction field $H_{\text {cor }}^{(6)}=$ $\nabla^{\prime} v_{\text {cor }}^{(6)}$ satisfying $\left\|H_{\text {cor }}^{(6)}\right\|_{L^{2}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)} \lesssim\left\|\partial_{3} M\right\|_{L^{2}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)} \lesssim\left\|\partial_{3} M\right\|_{L^{\infty}\left([0,1]^{2} \times\left\{y_{3}\right\}\right)}$, which gives the bound

$$
\begin{equation*}
\left\|H_{\text {cor }}^{(6)}\right\|_{L^{2}\left([0,1]^{2} \times\left[0, \frac{1}{2}\right)\right)} \lesssim\left\|\partial_{3} M\right\|_{L_{y_{3}}^{2} L_{y^{\prime}}^{\infty}(Q)} \tag{3.12}
\end{equation*}
$$

Putting together the different parts of the corrector field, i.e.

$$
H_{\mathrm{cor}}= \begin{cases}H_{\mathrm{cor}}^{(1)}+H_{\mathrm{cor}}^{(2)}+H_{\mathrm{cor}}^{(3)} & \text { for } y_{3} \in\left[\frac{1}{2}, 1\right] \\ H_{\mathrm{cor}}^{(4)}+H_{\mathrm{cor}}^{(5)}+H_{\mathrm{cor}}^{(6)} & \text { for } y_{3} \in\left[0, \frac{1}{2}\right)\end{cases}
$$

we obtain a field that solves (3.4).
Step 4 (Bound on the energy of the corrector field). Combining the estimates (3.5), (3.6), (3.7), (3.10), (3.11), and (3.12), we get, by the assumption $\left\|\partial_{3} M\right\|_{L_{y_{3}}^{2} L_{y^{\prime}}^{\infty}(Q)} \lesssim 1$, that

$$
\int_{Q}\left|H_{\mathrm{cor}}\right|^{2} \mathrm{~d} y \lesssim 1+\left\|\partial_{3} M\right\|_{L_{y_{3}}^{2} L_{y^{\prime}}^{\infty}(Q)} \lesssim 1
$$

With the building block at hand, we can now proceed with the construction of a competitor for the non-convex problem.
Corollary 3.4 (A competitor for the non-convex problem). Let $\left(m_{\mathrm{rel}}, h_{\mathrm{rel}}\right) \in \mathcal{A}_{Q_{L, T}}^{\mathrm{rel}}\left(g, m^{B, T}\right)$ and assume that $\left\|\partial_{d+1} m_{\text {rel }}\right\|_{L_{x_{d+1}}^{2} L_{x^{\prime}}^{\infty}\left(Q_{L, T}\right)}^{2} \lesssim T^{-1}$. Then for any $N \in \mathbb{N}$ there exist functions $\tilde{m} \in$ $L_{x_{d+1}}^{1}\left([0, T] ; B V_{x^{\prime}}\left(Q_{L}^{\prime} ;\{ \pm 1\}\right)\right)$ and $\widetilde{h} \in L^{2}\left(Q_{L, T} ; \mathbb{R}^{d}\right)$ such that $\partial_{d+1} \widetilde{m}+\nabla^{\prime} \cdot \widetilde{h}=0$ in $Q_{L, T}, \widetilde{h} \cdot v^{\prime}=g$ on $\Gamma_{L, T}, \tilde{m} \xrightarrow{*} m^{B, T}$ as $x_{d+1} \rightarrow 0, T$, and with the property that

$$
\begin{align*}
f_{Q_{L, T}}\left|\nabla^{\prime} \tilde{m}\right| & \lesssim\left(\frac{L}{N}\right)^{-1}  \tag{3.13}\\
f_{Q_{L, T}}\left|\widetilde{h}-h_{\mathrm{rel}}\right|^{2} \mathrm{~d} x & \lesssim \frac{L^{2}}{N^{2}} \frac{1}{T^{2}} \tag{3.14}
\end{align*}
$$

Remark 3.5. At this stage, including the additional parameter $N \in \mathbb{N}$ seems artificial. However, it will play an important role in balancing the two energy terms. Indeed, the right-hand sides of (3.13) and (3.14) are of the same order if and only if

$$
\frac{N}{L} \sim \frac{L^{2}}{N^{2}} \frac{1}{T^{2}}, \quad \text { that is, } \quad N \sim \frac{L}{T^{\frac{2}{3}}}
$$

in which case

$$
f_{Q_{L, T}}\left|\nabla^{\prime} \tilde{m}\right|+\int_{Q_{L, T}}\left|\tilde{h}-h_{\mathrm{rel}}\right|^{2} \mathrm{~d} x \lesssim T^{-\frac{2}{3}} .
$$

Of course, since $N$ has to be an integer, this is only possible if $L \gtrsim T^{\frac{2}{3}}$.
Proof. We proceed in several steps.
Step 1 Decomposition of $Q_{L, T}$. We divide the cuboid $Q_{L, T}$ into smaller cuboids, where in order to treat the top and bottom boundary condition $m \stackrel{*}{\rightharpoonup} m^{B, T}$ we do this in such a way that the $x_{d+1}$-scale gets finer and finer towards the boundaries $x_{d+1}=0, T$. To this end, we dyadically
decompose $Q_{L, T}$, taking into account the natural anisotropic scaling between horizontal and vertical directions. More precisely, fix an integer $N \in \mathbb{N}$, let $k \in \mathbb{N}$ and split

$$
Q_{L, T}=\bigcup_{k \in \mathbb{N} i_{1}, \ldots, i_{d} \in\left\{-2^{k} N, \ldots, 2^{k} N-1\right\}} Q_{i_{1}, \ldots, i_{d}}^{k},
$$

where $Q_{i_{1}, \ldots, i_{d}}^{k}:=P_{i_{1}, \ldots, i_{d}}^{k} \times I_{k}$ with dyadic horizontal plaquettes

$$
P_{i_{1}, \ldots, i_{d}}^{k}=X_{n=1}^{d}\left[i_{n} 2^{-k} \frac{L}{N},\left(i_{n}+1\right) 2^{-k} \frac{L}{N}\right],
$$

and dyadic vertical intervals $I_{k}=I_{k}^{0} \cup I_{k}^{T}$,

$$
I_{k}^{0}=\left[\left(2^{\frac{3}{2}}\right)^{-k} \frac{T}{2},\left(2^{\frac{3}{2}}\right)^{-(k-1)} \frac{T}{2}\right], \quad I_{k}^{T}=\left[T-\left(2^{\frac{3}{2}}\right)^{-(k-1)} \frac{T}{2}, T-\left(2^{\frac{3}{2}}\right)^{-k} \frac{T}{2}\right] .
$$

Note that $\bigcup_{k \in \mathbb{N}} I_{k}^{0}=\left[0, \frac{T}{2}\right]$ and $\bigcup_{k \in \mathbb{N}} I_{k}^{T}=\left[\frac{T}{2}, T\right]$, so we are refining towards the top and bottom boundaries.

Step 2 Reduction to building blocks. According to the decomposition of $Q_{L, T}$ we decompose

$$
m=\sum_{k} \sum_{i_{1}, \ldots, i_{d}} m_{i_{1} \ldots . . i_{d}}^{k}, \quad h_{\mathrm{rel}}=\sum_{k} \sum_{i_{1}, \ldots, i_{d}} h_{i_{1} \ldots i_{d}}^{k},
$$

where $m_{i_{1} \ldots i_{d}}^{k}=m 1_{Q_{i_{1} \ldots i_{d}}^{k}}, h_{i_{1} \ldots i_{d}}^{k}=h 1_{Q_{i_{1} \ldots i_{d}}^{k}}$. We then rescale each of the cubes $Q_{i_{1}, \ldots, i_{d}}^{k}$ with the matrix

$$
S_{k}=\operatorname{diag}\left(\sigma^{\prime}, \ldots, \sigma^{\prime}, \sigma_{d+1}\right), \quad \text { with } \quad \sigma^{\prime}=2^{-k} \frac{L}{N}, \sigma_{d+1}=\left(2^{\frac{3}{2}}\right)^{-k} \frac{T}{2}\left(2^{\frac{3}{2}}-1\right)
$$

and shift by the vectors $b=b_{i_{1} \ldots i_{d}}=\left(i_{1}, \ldots, i_{d},\left(2^{\frac{3}{2}}-1\right)^{-1}\right) \in \mathbb{R}^{d+1}$, to obtain

$$
Q_{i_{1} \ldots i_{d}}^{k}=S_{k}\left([0,1]^{d+1}+b\right) .
$$

Based on this transformation, we define the new variables $y=\left(S_{k}\right)^{-1} x-b \in[0,1]^{d+1}$ and the transformed functions

$$
M_{i_{1} \ldots i_{d}}^{k}(y)=m_{i_{1} \ldots i_{d}}^{k}\left(S_{k}(y+b)\right), \quad \text { and } \quad H_{i_{1} \ldots i_{d}}^{k}(y)=\frac{\sigma_{d+1}}{\sigma^{\prime}} h_{i_{1} \ldots i_{d}}^{k}\left(S_{k}(y+b)\right) .
$$

Note that $M_{i_{1} \ldots i_{d}}^{k} \in L^{\infty}(Q ;[-1,1]), H_{i_{1} \ldots i_{d}}^{k} \in L^{2}\left(Q ; \mathbb{R}^{d}\right)$, and $\partial_{d+1} M_{i_{1} \ldots i_{d}}^{k}+\nabla^{\prime} \cdot H_{i_{1} \ldots i_{d}}^{k}=0$. Furthermore,

$$
\begin{equation*}
\left\|\partial_{d+1} M_{i_{1} \ldots i_{d}}^{k}\right\|_{L_{y_{d+1}}^{2}}^{2} L_{y^{\prime}}^{\infty}(Q)=\sigma_{d+1}\left\|\partial_{d+1} m_{i_{1} \ldots i_{d}}^{k}\right\|_{L_{x_{d+1}}^{2} L_{x^{\prime}}^{\infty}\left(Q_{i_{1} \ldots i_{d}}^{k}\right)}^{2} . \tag{3.15}
\end{equation*}
$$

Step 3 (Putting together the building blocks). Appealing to Lemma 3.1, there exist functions $\widetilde{M}_{i_{1} \ldots i_{d}}^{k} \in B V(Q ; \pm 1)$ and $\widetilde{H}_{i_{1} \ldots i_{d}}^{k} \in L^{2}\left(Q ; \mathbb{R}^{d}\right)$ such that

$$
\begin{aligned}
\partial_{d+1} \widetilde{M}_{i_{1} \ldots i_{d}}^{k}+\nabla^{\nabla^{\prime}} \cdot \widetilde{H}_{i_{1} \ldots i_{d}}^{k} & =0 & \text { in } Q \\
\widetilde{H}_{i_{1} \ldots i_{d}}^{k} \cdot v^{\prime} & =H_{i_{1} \ldots i_{d}}^{k} \cdot v^{\prime} & \text { on } \Gamma,
\end{aligned}
$$

such that

$$
\begin{gathered}
\int_{Q}\left|\nabla^{\prime} \widetilde{M}_{i_{1} \ldots i_{d}}^{k}\right| \lesssim 1, \\
\int_{Q}\left|\widetilde{H}_{i_{1} \ldots i_{d}}^{k}-H_{i_{1} \ldots i_{d}}^{k}\right|^{2} \mathrm{~d} x
\end{gathered}>1+\left\|\partial_{d+1} M_{i_{1} \ldots i_{d}}^{k}\right\|_{L_{x_{d+1}}^{2}}^{2} L_{x_{x^{\prime}}^{\infty}(Q)} .
$$

Define

$$
\begin{aligned}
& \widetilde{m}=\sum_{k} \sum_{i_{1} \ldots i_{d}} \widetilde{m}_{i_{1} \ldots i_{d}}^{k} \mathbf{1}_{i_{i_{1} \ldots i_{d}}^{k}}, \quad \text { with } \widetilde{m}_{i_{1} \ldots i_{d}}^{k}(x)=\widetilde{M}_{i_{1} \ldots i_{d}}^{k}\left(\left(S_{k}\right)^{-1} x-b\right), \\
& \widetilde{h}=\sum_{k} \sum_{i_{1} \ldots i_{d}} \widetilde{h}_{i_{1} \ldots i_{d}}^{k} \mathbf{1}_{Q_{i_{1} \ldots i_{d}}^{k}}, \quad \text { with } \quad \widetilde{h}_{i_{1} \ldots i_{d}}^{k}(x)=\frac{\sigma^{\prime}}{\sigma_{d+1}} \widetilde{H}_{i_{1} \ldots i_{d}}^{k}\left(\left(S_{k}\right)^{-1} x-b\right) .
\end{aligned}
$$

Then $\widetilde{m} \in B V\left(Q_{L, T} ; \pm 1\right), \widetilde{h} \in L^{2}\left(Q_{L, T} ; \mathbb{R}^{d}\right), \partial_{d+1} \tilde{m}+\nabla^{\prime} \cdot \widetilde{h}=0$, and $\partial_{d+1} \tilde{m} \in L_{x_{d+1}}^{2} L_{x^{\prime}}^{\infty}$ since the constructed $\widetilde{m}$ is continuous across the top and bottom boundaries of $Q_{i_{1} \ldots i_{d}}^{k}$ by construction, see Remark 3.3.

Step 4 Estimate on the energies. For the energies, we have

$$
\begin{aligned}
\int_{Q_{L, T}}\left|h_{\mathrm{rel}}-\widetilde{h}\right|^{2} \mathrm{~d} x & =\sum_{k} \sum_{i_{1}, \ldots, i_{d}} \int_{Q_{i_{1} \ldots i_{d}}^{k}}\left|h_{i_{1} \ldots i_{d}}^{k}(x)-\widetilde{h}_{i_{1} \ldots i_{d}}^{k}(x)\right|^{2} \mathrm{~d} x \\
& =\sum_{k} \sum_{i_{1}, \ldots, i_{d}} \sigma^{\prime d} \sigma_{d+1} \int_{Q}\left|h_{i_{1} \ldots i_{d}}^{k}\left(S_{k}(y+b)\right)-\widetilde{h}_{i_{1} \ldots i_{d}}^{k}\left(S_{k}(y+b)\right)\right|^{2} \mathrm{~d} y \\
& =\sum_{k} \sum_{i_{1}, \ldots, i_{d}} \frac{\sigma^{d+2}}{\sigma_{d+1}} \int_{Q}\left|H_{i_{1} \ldots i_{d}}^{k}(y)-\widetilde{H}_{i_{1} \ldots i_{d}}^{k}(y)\right|^{2} \mathrm{~d} y .
\end{aligned}
$$

It follows with $\left\|\partial_{d+1} m\right\|_{L_{x_{d+1}}^{2} L_{x^{\prime}}^{\infty}\left(Q_{L, T}\right)}^{2} \lesssim \frac{1}{T}$ and (3.15), that $\left\|\partial_{d+1} M_{i_{1} \ldots i_{d}}^{k}\right\|_{L_{y_{d+1}}^{2} L_{y^{\prime}}^{\infty}(Q)}^{2} \lesssim \frac{\sigma_{d+1}}{T} \lesssim 1$ for any $k \in \mathbb{N}$, hence by (3.2),

$$
\begin{aligned}
\int_{Q_{L, T}}\left|h_{\mathrm{rel}}-\widetilde{h}\right|^{2} \mathrm{~d} x & \lesssim \sum_{k} \sum_{i_{1}, \ldots, i_{d}} \frac{\sigma^{d+2}}{\sigma_{d+1}} \lesssim \sum_{k}\left(2^{k} N\right)^{d}\left(2^{-k} \frac{L}{N}\right)^{d+2} \frac{\left(2^{k}\right)^{\frac{3}{2}}}{T} \\
& \lesssim\left(\frac{L}{N}\right)^{2} \frac{L^{d}}{T} \sum_{k}\left(\frac{1}{\sqrt{2}}\right)^{k} \lesssim\left(\frac{L}{N}\right)^{2} \frac{L^{d}}{T}
\end{aligned}
$$

For the surface energy created in the construction of $\widetilde{m}$ we obtain

$$
\int_{Q_{L, T}}\left|\nabla^{\prime} \widetilde{m}\right| \leq \sum_{k} \sum_{i_{1} \ldots i_{d}} \sigma^{\prime d-1} \sigma_{d+1}\left(\int_{Q}\left|\nabla^{\prime} \widetilde{M}_{i_{1} \ldots i_{d}}^{k}\right|+8\right),
$$

where the additional constant term accounts for the jumps between neighbouring building blocks.
Hence, by (3.1), it follows that

$$
\begin{aligned}
\int_{Q_{L, T}}\left|\nabla^{\prime} \widetilde{m}\right| & \lesssim \sum_{k} \sum_{i_{1} \ldots i_{d}} \sigma^{d-1} \sigma_{d+1} \lesssim \sum_{k}\left(2^{k} N\right)^{d}\left(2^{-k} \frac{L}{N}\right)^{d-1}\left(2^{-k}\right)^{\frac{3}{2}} T \\
& \lesssim\left(\frac{L}{N}\right)^{-1} L^{d} T \sum_{k} 2^{-\frac{k}{2}} \lesssim\left(\frac{L}{N}\right)^{-1} L^{d} T
\end{aligned}
$$

## 4. Global energy bounds: Proof of Theorem 1.1

4.1. Lower bound on the global energy. The lower bound on the global scaling of the energy of a periodic minimising configuration has been proved in [CO16] based on the interpolation inequality

$$
\begin{equation*}
\|u\|_{L^{\frac{4}{3}}} \lesssim\left\|\nabla^{\prime} u\right\|_{L^{1}}^{\frac{1}{2}}\left\|\left|\nabla^{\prime}\right|^{-1} u\right\|_{L^{2}}^{\frac{1}{2}} \tag{4.1}
\end{equation*}
$$

for any periodic function $u:[0, \Lambda]^{d} \rightarrow \mathbb{R}$ with $\int_{[0, \Lambda]^{d}} u \mathrm{~d} x^{\prime}=0$, with an implicit constant that only depends on $d$. A similar proof based on a weak- $L^{\frac{4}{3}}$ interpolation inequality can also be found in [Vieo9].

Proof of Theorem 1.1 (Lower bound). Note that if $(m, h) \in \mathcal{A}_{Q_{L, T}}^{\text {per/0 }}$, in particular $m^{B, T} \equiv 0$, then $\int_{Q_{L}^{\prime}} m\left(x^{\prime}, x_{d+1}\right) \mathrm{d} x^{\prime}=0$ for any $x_{d+1} \in[0, T]$. Indeed, by the first equation in (1.3) and integration
by parts (using periodic boundary conditions or $h \cdot v^{\prime}=0$ on $\partial Q_{L}^{\prime}$ ), it follows that

$$
\begin{aligned}
\int_{Q_{L}^{\prime}} m\left(x^{\prime}, x_{d+1}\right) \mathrm{d} x^{\prime} & =\int_{Q_{L}^{\prime}} \int_{0}^{x_{d+1}} \partial_{x_{d+1}} m\left(x^{\prime}, y_{d+1}\right) \mathrm{d} y_{d+1} \mathrm{~d} x^{\prime}=-\int_{0}^{x_{d+1}} \int_{Q_{L}^{\prime}} \nabla^{\prime} \cdot h \mathrm{~d} x^{\prime} \mathrm{d} y_{d+1} \\
& =-\int_{0}^{x_{d+1}} \int_{\partial Q_{L}^{\prime}} h \cdot v^{\prime} \mathrm{d} \mathcal{H}^{d-1} \mathrm{~d} y_{d+1}=0
\end{aligned}
$$

By admissibility, we can bound

$$
E_{Q_{L, T}}(m, h) \geq E_{Q_{L, T}}\left(m^{*}, h^{*}\right)
$$

for any minimiser $\left(m^{*}, h^{*}\right)$ in $\mathcal{A}_{Q_{L, T}}^{\text {per }}$ and $\mathcal{A}_{Q_{L, T}}^{0}$, respectively. By (1.6) and Poincaré's inequality (in $x_{d+1}$; recall that $m^{B, T} \equiv 0$ ) we can further bound

$$
\int_{Q_{L, T}}\left|h^{*}\right|^{2} \mathrm{~d} x=\left.\left.\int_{Q_{L}^{\prime}} \int_{0}^{T}\left|\partial_{x_{d+1}}\right| \nabla^{\prime}\right|^{-1} m^{*}\right|^{2} \mathrm{~d} x_{d+1} \mathrm{~d} x^{\prime} \geq\left.\left.\frac{1}{T^{2}} \int_{Q_{L}^{\prime}} \int_{0}^{T}| | \nabla^{\prime}\right|^{-1} m^{*}\right|^{2} \mathrm{~d} x_{d+1} \mathrm{~d} x^{\prime}
$$

In the periodic case, we can now apply Young's inequality and (4.1) to estimate

$$
\begin{align*}
E_{Q_{L, T}}\left(m^{*}, h^{*}\right) & =\int_{Q_{L, T}}\left|\nabla^{\prime} m^{*}\right| \mathrm{d} x+\frac{1}{2} \int_{Q_{L, T}}\left|h^{*}\right|^{2} \mathrm{~d} x \\
& \geq \int_{0}^{T}\left(\int_{Q_{L}^{\prime}}\left|\nabla^{\prime} m^{*}\right| \mathrm{d} x^{\prime}+\left.\left.\frac{1}{2 T^{2}} \int_{Q_{L}^{\prime}}| | \nabla^{\prime}\right|^{-1} m^{*}\right|^{2} \mathrm{~d} x^{\prime}\right) \mathrm{d} x_{d+1} \\
& \gtrsim \int_{0}^{T}\left(\int_{Q_{L}^{\prime}}\left|\nabla^{\prime} m^{*}\right| \mathrm{d} x^{\prime}\right)^{\frac{2}{3}}\left(\left.\left.\frac{1}{T^{2}} \int_{Q_{L}^{\prime}}| | \nabla^{\prime}\right|^{-1} m^{*}\right|^{2} \mathrm{~d} x^{\prime}\right)^{\frac{1}{3}} \mathrm{~d} x_{d+1} \\
& \gtrsim T^{-\frac{2}{3}} \int_{0}^{T} \int_{Q_{L}^{\prime}}\left|m^{*}\right|^{\frac{4}{3}} \mathrm{~d} x^{\prime} \mathrm{d} x_{d+1} \gtrsim L^{d} T^{\frac{1}{3}} \tag{4.2}
\end{align*}
$$

since $\left|m^{*}\right|=1$.
For the case of zero-flux boundary conditions on $\Gamma_{L, T}$ we extend ( $m, h$ ) to $[-L, 3 L]^{d} \times[0, T]$ by a sequence of $d$ even reflections of $m$ and corresponding reflections of $h$ across each face of $\Gamma_{L, T}$ to obtain an admissible configuration in $\mathcal{A}_{Q_{[-L, 3 L]}{ }^{d} \times[0, T]}^{\text {per }}$. More precisely, given $(m, h)$ on $Q_{L, T}$ we first define

$$
\begin{aligned}
& m^{(1)}(x):= \begin{cases}m(x), & x \in[-L, L] \times[-L, L]^{d-1} \times[0, T] \\
m\left(2 L-x_{1}, x_{2}, \ldots, x_{d+1}\right), & x \in[L, 3 L] \times[-L, L]^{d-1} \times[0, T],\end{cases} \\
& h^{(1)}(x):= \begin{cases}h(x), & x \in[-L, L] \times[-L, L]^{d-1} \times[0, T] \\
\left(-h_{1}, h_{2}, \ldots, h_{d}\right)\left(2 L-x_{1}, x_{2}, \ldots, x_{d+1}\right), & x \in[L, 3 L] \times[-L, L]^{d-1} \times[0, T],\end{cases}
\end{aligned}
$$

so that $\partial_{d+1} m^{(1)}+\nabla^{\prime} \cdot h^{(1)}=0$ distributionally in $[-L, 3 L] \times[-L, L]^{d-1} \times[0, T]$ with lateral boundary conditions $h^{(1)} \cdot v^{\prime}=0$ on $\partial\left([-L, 3 L] \times[-L, L]^{d-1}\right) \times[0, T]$. Note that thanks to the zero-flux boundary conditions satisfied by $h$, the field $h^{(1)}$ has no jump across the surface $\{L\} \times[-L, L]^{d-1} \times[0, T]$; similarly, by construction, the magnetisation $m^{(1)}$ has no additional jumps on the reflection surface $\{L\} \times[-L, L]^{d-1} \times[0, T]$. We then set

$$
\begin{aligned}
& m^{(2)}(x):= \begin{cases}m^{(1)}(x), & x \in[-L, 3 L] \times[-L, L] \times[-L, L]^{d-2} \times[0, T] \\
m^{(1)}\left(x_{1}, 2 L-x_{2}, x_{3}, \ldots, x_{d+1}\right), & x \in[-L, 3 L] \times[L, 3 L] \times[-L, L]^{d-2} \times[0, T],\end{cases} \\
& h^{(2)}(x):= \begin{cases}h^{(1)}(x), & x \in[-L, 3 L] \times[-L, L] \times[-L, L]^{d-2} \times[0, T] \\
\left(h_{1}^{(1)},-h_{2}^{(1)}, h_{3}^{(1)}, \ldots, h_{d}^{(1)}\right)\left(x_{1}, 2 L-x_{2}, x_{3}, \ldots, x_{d+1}\right), & x \in[-L, 3 L] \times[L, 3 L] \times[-L, L]^{d-2} \times[0, T],\end{cases}
\end{aligned}
$$

which satisfies $\partial_{d+1} m^{(2)}+\nabla^{\prime} \cdot h^{(2)}=0$ distributionally in $[-L, 3 L]^{2} \times[-L, L]^{d-2} \times[0, T]$ with lateral boundary conditions $h^{(2)} \cdot v^{\prime}=0$ on $\partial\left([-L, 3 L]^{2} \times[-L, L]^{d-2}\right) \times[0, T]$, and proceed inductively
to define

$$
\begin{aligned}
m^{(d)}(x) & := \begin{cases}m^{(d-1)}(x), & x \in[-L, 3 L]^{d-1} \times[-L, L] \times[0, T] \\
m^{(d-1)}\left(x_{1}, \ldots, x_{d-1}, 2 L-x_{d}, x_{d+1}\right), & x \in[-L, 3 L]^{d-1} \times[L, 3 L] \times[0, T]\end{cases} \\
h^{(d)}(x): & = \begin{cases}h^{(d-1)}(x), & x \in[-L, 3 L]^{d-1} \times[-L, L] \times[0, T] \\
\left(h_{1}^{(d-1)}, \ldots, h_{d-1}^{(d-1)},-h_{d}^{(d-1)}\right)\left(x_{1}, \ldots, x_{d-1}, 2 L-x_{d}, x_{d+1}\right), & x \in[-L, 3 L]^{d-1} \times[L, 3 L] \times[0, T]\end{cases}
\end{aligned}
$$

By construction, $\left(m^{(d)}, h^{(d)}\right) \in \mathcal{A}_{[-L, 3 L]^{d} \times[0, T]}^{\text {per }}$, and since we have not added any extra inter-facial energy, we have

$$
E_{[-L, 3 L]^{d} \times[0, T]}\left(m^{(d)}, h^{(d)}\right)=2^{d} E_{Q_{L, T}}(m, h)
$$

Applying the lower bound (4.2), which is valid in the periodic case, to $E_{[-L, 3 L]} \times[0, T]\left(m^{(d)}, h^{(d)}\right)$, it follows that there exists a universal constant $c_{s}<\infty$ such that

$$
E_{Q_{L, T}}(m, h)=2^{-d} E_{[-L, 3 L]^{d} \times[0, T]}\left(m^{(d)}, h^{(d)}\right) \geq c_{s} L^{d} T^{\frac{1}{3}}
$$

4.2. Upper bound on the global energy. The upper bound is mainly a consequence of the construction in Corollary 3.4.
Proof of Theorem 1.1 (Upper bound). Since $m^{B, T}=0$, in the case of zero-flux boundary conditions we have that $\left(m_{\text {rel }}, h_{\text {rel }}\right) \equiv 0$ is a solution of the relaxed problem. Therefore, Corollary 3.4 provides the existence of a competitor for the non-convex problem, that is a pair $(\widetilde{m}, \widetilde{h}) \in \mathcal{A}_{Q_{L, T}}^{0}$ (recall (1.7)). In particular, $\widetilde{h}$ satisfies zero-flux boundary conditions on $\Gamma_{L, T}$ and $\widetilde{m} \stackrel{*}{\longrightarrow} 0$ as $x_{d+1} \rightarrow 0, T$. Moreover, ( $\widetilde{m}, \widetilde{h}$ ) satisfies (3.13) and (3.14) (with $h_{\text {rel }} \equiv 0$ ), which by Remark $3 \cdot 5^{21}$ lead us to

$$
\min _{(m, h) \in \mathcal{A}_{Q_{L, T}}^{0}} E_{Q_{L, T}}(m, h) \leq\left|Q_{L, T}\right|\left(\int_{Q_{L, T}}\left|\nabla^{\prime} \widetilde{m}\right|+f_{Q_{L, T}}\left|\widetilde{h}-h_{\mathrm{rel}}\right|^{2} \mathrm{~d} x\right) \lesssim\left|Q_{L, T}\right| T^{-\frac{2}{3}} \lesssim L^{d} T^{\frac{1}{3}}
$$

Let us remark that in this case the competitor is built out of building blocks looking exactly as in Figure 2 (since $M=\bar{M}=0$ everywhere). Also, at this point one sees the importance of the refinement in our construction, since it is the key point that allows for $\widetilde{m}$ to satisfy the weak boundary condition at $x_{d+1}=0, T$.

In the case of periodic boundary conditions, we do exactly the same, except that this time the constructed pair $(\widetilde{m}, \widetilde{h})$ does not satisfy the correct boundary conditions. Arguing as in the proof of the lower bound, we can extend $(\widetilde{m}, \widetilde{h})$ to $[-L, 3 L]^{d} \times[0, T]$ by a sequence of $d$ even reflections of $\widetilde{m}$ and corresponding reflections of $\widetilde{h}$ across each face of $\Gamma_{L, T}$ to obtain a periodic configuration $\left(\widetilde{m}^{(d)}, \widetilde{h}^{(d)}\right) \in \mathcal{A}_{Q_{[-L, 3 L]^{d} \times[0, T]}^{\text {per }}}$ that satisfies

$$
E_{[-L, 3 L]^{d} \times[0, T]}\left(\widetilde{m}^{(d)}, \widetilde{h}^{(d)}\right)=2^{d} E_{Q_{L, T}}(\widetilde{m}, \widetilde{h}) \lesssim L^{d} T^{\frac{1}{3}}
$$

Then, by suitably contracting this pair in the horizontal directions (keeping the height fixed), we obtain a competitor for the non-convex energy (1.4) in $\mathcal{A}_{Q_{L, T}}^{\text {per }}$ (recall (1.5)), with the same energy (up to a larger dimensional factor). More precisely, setting

$$
\widetilde{\widetilde{m}}(x):=\widetilde{m}^{(d)}\left(2 x^{\prime}+(\ell, \ldots, \ell), x_{d+1}\right), \quad \widetilde{\widetilde{h}}(x):=\frac{1}{2} \widetilde{h}^{(d)}\left(2 x^{\prime}+(\ell, \ldots, \ell), x_{d+1}\right), \quad \text { for } x \in Q_{L, T}
$$

we get the desired periodic competitor, which satisfies

$$
E_{Q_{L, T}}(\widetilde{\widetilde{m}}, \widetilde{\widetilde{h}}) \lesssim E_{[-L, 3 L]^{d} \times[0, T]}\left(\widetilde{m}^{(d)}, \widetilde{h}^{(d)}\right) \lesssim L^{d} T^{\frac{1}{3}}
$$

hence

$$
\min _{(m, h) \in \mathcal{A}_{Q_{L, T}}^{\text {per }}} E_{Q_{L, T}}(m, h) \lesssim L^{d} T^{\frac{1}{3}}
$$

[^13]This concludes the proof.

## 5. Local energy bounds: Proof of Theorem 1.2

We are now ready to present the proofs of the local energy bounds. Without loss of generality, we will prove these estimates for small cuboids at the bottom boundary of the sample. The proofs can easily be adjusted for cuboids at the top boundary.
5.1. Lower bound on the local energy. The lower bound on the local energy in cuboids at the bottom sample boundary is obtained by a suitable extension of the localised minimiser $\left(m_{\ell, t}, h_{\ell, t}\right):=\left(\left.m\right|_{Q_{\ell, t}(a)},\left.h\right|_{Q_{\ell, t}(a)}\right)$ and rescaling to obtain an admissible pair $(\tilde{m}, \tilde{h})$ in a large cuboid with periodic lateral boundary conditions and zero top/bottom magnetisation, for which the global lower bound can be applied.

In contrast to the periodic extension in the global case (see Section 4.1), we now have to take into account that the normal component of $h$ along $\Gamma_{\ell, t}(a)$ is non-vanishing. Since jumps of $h$ at the boundary have to be compensated by an according change in $m$ in order to preserve admissibility, the extension will be performed differently.

Proof of Theorem 1.2 (Lower bound). Let us assume w.l.o.g. that $a=0$. We proceed in several steps.
Step 1 (Extension to $Q_{\ell, 2 t}$ ). We first extend $m_{\ell, t}$ to a magnetisation in $Q_{\ell, 2 t}$ by an even reflection across the top surface $[-\ell, \ell]^{d} \times\{t\}$,

$$
\tilde{m}^{(0)}(x):= \begin{cases}m_{\ell, t}(x), & x \in[-\ell, \ell]^{d} \times[0, t] \\ m_{\ell, t}\left(x^{\prime}, 2 t-x_{d+1}\right), & x \in[-\ell, \ell]^{d} \times[t, 2 t]\end{cases}
$$

Note that the extension $\tilde{m}^{(0)}$ is continuous along $[-\ell, \ell]^{d} \times\{t\}$. Since

$$
\partial_{d+1} \tilde{m}^{(0)}(x)= \begin{cases}\partial_{d+1} m_{\ell, t}(x), & x \in[-\ell, \ell]^{d} \times[0, t] \\ -\partial_{d+1} m_{\ell, t}\left(x^{\prime}, 2 t-x_{d+1}\right), & x \in[-\ell, \ell]^{d} \times(t, 2 t]\end{cases}
$$

we define the extension of $h_{\ell, t}$ to $Q_{\ell, 2 t}$ via odd reflection,

$$
\tilde{h}^{(0)}(x):= \begin{cases}h_{\ell, t}(x), & x \in[-\ell, \ell]^{d} \times[0, t] \\ -h_{\ell, t}\left(x^{\prime}, 2 t-x_{d+1}\right), & x \in[-\ell, \ell]^{d} \times(t, 2 t]\end{cases}
$$

so that

$$
\nabla^{\prime} \cdot \tilde{h}^{(0)}(x)= \begin{cases}\nabla^{\prime} \cdot h_{\ell, t}(x), & x \in[-\ell, \ell]^{d} \times[0, t] \\ -\nabla^{\prime} \cdot h_{\ell, t}\left(x^{\prime}, 2 t-x_{d+1}\right), & x \in[-\ell, \ell]^{d} \times(t, 2 t]\end{cases}
$$

In particular, $\partial_{d+1} \tilde{m}^{(0)}+\nabla^{\prime} \cdot \tilde{h}^{(0)}=0$ in $Q_{\ell, 2 t}$, with top/bottom boundary conditions $\tilde{m}^{(0)}(\cdot, 0)=$ $\tilde{m}^{(0)}(\cdot, 2 t)=0$ and lateral boundary conditions $\tilde{h}^{(0)} \cdot v^{\prime}=h_{\ell, t} \cdot v^{\prime}$ on $\Gamma_{\ell, t}$ and $\tilde{h}^{(0)} \cdot v^{\prime}=-h_{\ell, t} \cdot v^{\prime}$ on $\partial[-\ell, \ell]^{d} \times(t, 2 t]$.

Step 2 (Extension to $[-\ell, 3 \ell]^{d} \times[0,2 t]$ ). Now that the magnetisation has been extended in such a way that the top boundary condition is zero, we extend $\left(\tilde{m}^{(0)}, \tilde{h}^{(0)}\right.$ ) to a periodic (w.r.t. $x^{\prime}$ ) configuration in $[-\ell, 3 \ell]^{d} \times[0,2 t]$. To this end, define for $j=1, \ldots, d^{22}$

$$
\tilde{h}^{(j)}(x):=\tilde{h}^{(j-1)}(x), \quad \text { if } \quad x \in[-\ell, 3 \ell]^{j-1} \times[-\ell, \ell] \times[-\ell, \ell]^{d-j} \times[0,2 t]
$$

and

$$
\tilde{h}^{(j)}(x):=\left(-\tilde{h}_{1}^{(j-1)}, \ldots,-\tilde{h}_{j-1}^{(j-1)}, \tilde{h}_{j}^{(j-1)},-\tilde{h}_{j+1}^{(j-1)}, \ldots,-\tilde{h}_{d}^{(j-1)}\right)\left(x_{1}, \ldots, x_{j-1}, 2 \ell-x_{j}, x_{j+1}, \ldots, x_{d}, x_{d+1}\right),
$$

[^14]if $x \in[-\ell, 3 \ell]^{j-1} \times[\ell, 3 \ell] \times[-\ell, \ell]^{d-j} \times[0,2 t]$. Then $\nabla^{\prime} \cdot \tilde{h}^{(j)}(x)=\nabla^{\prime} \cdot \tilde{h}^{(j-1)}(x)$ for $x \in$ $[-\ell, 3 \ell]^{j-1} \times[-\ell, \ell] \times[-\ell, \ell]^{d-j} \times[0,2 t]$,
$$
\nabla^{\prime} \cdot \tilde{h}^{(j)}(x)=-\nabla^{\prime} \cdot \tilde{h}^{(j-1)}\left(x_{1}, \ldots, x_{j-1}, 2 \ell-x_{j}, x_{j+1}, \ldots, x_{d}, x_{d+1}\right)
$$
for $x \in[-\ell, 3 \ell]^{j-1} \times[\ell, 3 \ell] \times[-\ell, \ell]^{d-j} \times[0,2 t]$, and $\tilde{h}^{(j)} \cdot v^{\prime}$ is continuous across the $j^{\text {th }}$ reflection surface $[-\ell, 3 \ell]^{j-1} \times\{\ell\} \times[-\ell, \ell]^{d-j} \times[0,2 t]$. Hence, setting
$$
\tilde{m}^{(j)}(x):=\tilde{m}^{(j-1)}(x), \quad \text { if } \quad x \in[-\ell, 3 \ell]^{j-1} \times[-\ell, \ell] \times[-\ell, \ell]^{d-j} \times[0,2 t]
$$
and
$$
\tilde{m}^{(j)}(x):=-\tilde{m}^{(j-1)}\left(x_{1}, \ldots, x_{j-1}, 2 \ell-x_{j}, x_{j+1}, \ldots, x_{d}, x_{d+1}\right)
$$
if $x \in[-\ell, 3 \ell]^{j-1} \times[\ell, 3 \ell] \times[-\ell, \ell]^{d-j} \times[0,2 t]$, we have that $\partial_{d+1} \tilde{m}^{(j)}+\nabla^{\prime} \cdot \tilde{h}^{(j)}=0$ in $[-\ell, 3 \ell]^{j} \times$ $[-\ell, \ell]^{d-j} \times[0,2 t]$ for all $j=0, \ldots, d$. Since we flipped the sign of the magnetisation in the extension, we also have that
$$
\int_{[-\ell, 3 \ell]^{j} \times[-\ell, \ell]^{d-j}} \tilde{m}^{(j)}\left(x^{\prime}, x_{d+1}\right) \mathrm{d} x^{\prime}=0 \quad \text { for all } \quad x_{d+1} \in[0, t], \quad j=1, \ldots, d .
$$

Step 3 (Rescaling and global lower bound). We now shift and rescale ( $\left.\tilde{m}^{(d)}, \tilde{h}^{(d)}\right)$ to obtain an admissible configuration in $Q_{\tilde{L}, T}$ with $\tilde{L}=\left(\frac{T}{2 t}\right)^{\frac{2}{3}} 2 \ell$. To this end, set

$$
\begin{aligned}
& \tilde{m}(x):=\tilde{m}^{(d)}\left(\left(\frac{2 t}{T}\right)^{\frac{2}{3}}\left(x^{\prime}+(\ell, \ldots, \ell)\right), \frac{2 t}{T} x_{d+1}\right) \quad \text { and } \\
& \tilde{h}(x):=\left(\frac{2 t}{T}\right)^{\frac{1}{3}} \tilde{h}^{(d)}\left(\left(\frac{2 t}{T}\right)^{\frac{2}{3}}\left(x^{\prime}+(\ell, \ldots, \ell)\right), \frac{2 t}{T} x_{d+1}\right), \quad \text { for } \quad x \in Q_{\tilde{L}, T} .
\end{aligned}
$$

Then $(\tilde{m}, \tilde{h}) \in \mathcal{A}_{Q_{\tilde{L}, T}}^{\text {per }}$ is admissible and by the global lower bound (4.2) there exists a universal constant $c_{S}>0$ such that

$$
\begin{equation*}
E_{Q_{\tilde{L}, T}}(\tilde{m}, \tilde{h}) \geq c_{S} \tilde{L}^{d} T^{\frac{1}{3}} \tag{5.1}
\end{equation*}
$$

Step 4 (Energy bound). Note that in the construction of ( $\tilde{m}^{(d)}, \tilde{h}^{(d)}$ ) we changed the sign of the magnetisation along the reflection surface and therefore pick up an extra interfacial energy of twice the area of the surface along which we reflect, i.e. a total energy of $C_{d} \ell^{d-1} t$ for some dimensional constant $C_{d}<\infty$. It follows that

$$
\begin{aligned}
E_{Q_{\tilde{L}, T}}(\tilde{m}, \tilde{h}) & \stackrel{(1.8)}{=}\left(\frac{2 t}{T}\right)^{-\frac{2}{3} d-\frac{1}{3}} E_{[-\ell, 3 \ell] d \times[0,2 t]}\left(\tilde{m}^{(d)}, \tilde{h}^{(d)}\right) \\
& =\left(\frac{2 t}{T}\right)^{-\frac{2}{3} d-\frac{1}{3}}\left(2^{d} E_{Q_{\ell, t}}\left(m_{\ell, t}, h_{\ell, t}\right)+C_{d} \ell^{d-1} t\right) \\
& =\left(\frac{2 t}{T}\right)^{-\frac{2}{3} d-\frac{1}{3}}\left(2^{d} \ell^{d} t e_{Q_{\ell, t}}\left(m_{\ell, t}, h_{\ell, t}\right)+C_{d} \ell^{d-1} t\right),
\end{aligned}
$$

hence

$$
\begin{aligned}
e_{Q_{\ell, t}}\left(m_{\ell, t}, h_{\ell, t}\right) & =2^{-d} \ell^{-d} t^{-1}\left(\frac{2 t}{T}\right)^{\frac{2}{3} d+\frac{1}{3}} E_{Q_{\tilde{L}, T}}(\tilde{m}, \tilde{h})-2^{-d} C_{d} \ell^{-1} \\
& \stackrel{(5.1)}{\geq} 2^{-d} \ell^{-d} t^{-1}\left(\frac{2 t}{T}\right)^{\frac{2}{3} d+\frac{1}{3}} c_{S} \tilde{L}^{d} T^{\frac{1}{3}}-2^{-d} C_{d} \ell^{-1}=2^{\frac{1}{3}} c_{S} t^{-\frac{2}{3}}-2^{-d} C_{d} \ell^{-1}
\end{aligned}
$$

Therefore, there exists a universal constant $c_{\ell t}<\infty$ such that if $\ell \geq c_{\ell t} t^{\frac{2}{3}}$, then

$$
e_{Q_{\ell, t}}\left(m_{\ell, t}, h_{\ell, t}\right) \geq c_{s} t^{-\frac{2}{3}}
$$

with $c_{s}=2^{\frac{1}{3}} c_{S}-\frac{C_{d}}{2^{d} c_{\ell t}}>0$.
5.2. Upper bound on the local energy. As in [Conoo, Vieo9], instead of directly looking at the energy density in a smaller cuboid $Q_{\ell, t}(a):=Q_{\ell, t}+a$ for $a \in \mathbb{R}^{d} \times\{0\}$,

$$
e\left(Q_{\ell, t}(a)\right):=f_{Q_{\ell, t}(a)}\left|\nabla^{\prime} m\right|+f_{Q_{\ell, t}(a)} \frac{1}{2}|h|^{2} \mathrm{~d} x
$$

we will keep track of the local energy with field shifted by its height average ${ }^{23}$ (corresponding to a linear approximation of the magnetisation), i.e.

$$
f_{Q_{\ell, t}(a)}\left|\nabla^{\prime} m\right|+f_{Q_{\ell, t}(a)} \frac{1}{2}\left|h-\bar{h}_{t}\right|^{2} \mathrm{~d} x .
$$

In order to obtain the desired local scaling law of the energy of a minimiser, we are therefore led to also study the decay of the cumulated field strength

$$
n\left(Q_{\ell, t}(a)\right):=\frac{1}{\ell} \sup _{Q_{\ell}^{\prime}(a)}\left|\int_{0}^{t} h \mathrm{~d} x_{d+1}\right|=\frac{t}{\ell} \sup _{Q_{\ell}^{\prime}(a)}\left|\bar{h}_{t}\right|,
$$

which, combined with the orthogonality relation (Lemma 2.5), allows us to pass the local energy bound from the energy density shifted by $\bar{h}_{t}$ to the unshifted energy density

$$
\begin{align*}
e\left(Q_{\ell, t}(a)\right) & =f_{Q_{\ell, t}(a)}\left|\nabla^{\prime} m\right|+f_{Q_{\ell, t}(a)} \frac{1}{2}\left|h-\bar{h}_{t}\right|^{2} \mathrm{~d} x+f_{Q_{\ell, t}(a)} \frac{1}{2}\left|\bar{h}_{t}\right|^{2} \mathrm{~d} x \\
& \leq f_{Q_{\ell, t}(a)}\left|\nabla^{\prime} m\right|+f_{Q_{\ell, t}(a)} \frac{1}{2}\left|h-\bar{h}_{t}\right|^{2} \mathrm{~d} x+\frac{1}{2} \frac{\ell^{2}}{t^{2}} n\left(Q_{\ell, t}(a)\right)^{2} . \tag{5.2}
\end{align*}
$$

We start with the outer loop of the argument, which proves the upper bound on the local energy. The core ingredients are the one-step improvement results presented in Section 5.2.1 (in the interior) and Section 5.2.2 (at the boundary), which drive the Campanato-type iterations in Section 5.2.3.

Proof of Theorem 1.2 (Upper bound). Let $C_{L T}<\infty$ (to be chosen later). We start in a cuboid $Q_{L, T}$ with $L \geq C_{L T} T^{\frac{2}{3}}$ and let $(m, h) \in \mathcal{A}_{Q_{L, T}}^{\text {per/0 }}$ be a minimiser of (1.4) with top and bottom boundary conditions $m^{B}=m^{T} \equiv 0$. By Theorem 1.1 there exists a constant $C_{S}<\infty$ such that the energy density satisfies

$$
e\left(Q_{L, T}\right) \leq C_{S} T^{-\frac{2}{3}}
$$

In order to transfer the energy scaling from the large scale to smaller cuboids at the sample boundary, we run an iteration based on a one-step improvement for the renormalised energy density

$$
f\left(Q_{\ell, t}(a)\right):=\frac{t^{2}}{\ell^{2}}\left(f_{Q_{\ell, t}(a)}\left|\nabla^{\prime} m\right|+\frac{1}{2} f_{Q_{\ell, t}(a)}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x\right)
$$

We will also denote $f_{0}\left(Q_{\ell, t}(a)\right):=\frac{t^{2}}{\ell^{2}} e\left(Q_{\ell, t}(a)\right)$. Note that if $e\left(Q_{L, T}\right) \leq C_{S} T^{-\frac{2}{3}}$, then

$$
\begin{equation*}
f_{0}\left(Q_{L, T}\right) \leq C_{S} \frac{T^{\frac{4}{3}}}{L^{2}} \leq C_{S} C_{L T}^{-2} \leq \epsilon \tag{5.3}
\end{equation*}
$$

for any $\epsilon>0$ if $C_{L T}$ is chosen large enough. Therefore $f_{0}$ (and $f$, as we will see in the next step) provides a good (non-dimensional) small quantity which is suitable for an iteration down to smaller scales. For this iteration it is convenient to work with cuboids $Q_{\tilde{L}, T}$ such that $\tilde{L}=c_{L T} T^{\frac{2}{3}}$ with $\frac{C_{L T}}{8} \leq c_{L T} \leq \frac{C_{L T}}{4}$. Thus, the first step in our proof consists of transferring the energy scaling from $Q_{L, T}$ to $Q_{\tilde{L}, T}$ (note that in this step the height of the cuboid remains fixed).

[^15]Step 1 Choose $C_{L T}$ so large that the assumption of Proposition 5.11 holds. Then there exists a constant $c_{L T}$ with the property that $\frac{C_{L T}}{8} \leq c_{L T} \leq \frac{C_{L T}}{4}$ and such that for $\tilde{L}=c_{L T} T^{\frac{2}{3}}$ there holds

$$
f_{0}\left(Q_{\tilde{L}, T}(a)\right) \lesssim f_{0}\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}
$$

for any $a \in \mathbb{R}^{d} \times\{0\}$ satisfying $Q_{\tilde{L}, T}(a) \subseteq Q_{\frac{3}{4} L, T}$.
Step 2 We now consider the cumulated field $H\left(x^{\prime}\right):=\int_{0}^{T} h \mathrm{~d} x_{d+1}$, which by the first equation in (1.3) satisfies $\nabla^{\prime} \cdot H=-\int_{0}^{T} \partial_{d+1} m \mathrm{~d} x_{d+1}=-\left(m^{T}-m^{B}\right)=0$ with periodic or zero-flux boundary conditions on $\partial Q_{L}^{\prime}$. Since an energy-minimising $h$ is a gradient field, $h=-\nabla^{\prime} u$ (see Remark 2.2), we have $H\left(x^{\prime}\right)=-\nabla^{\prime}\left(\int_{0}^{T} u \mathrm{~d} x_{d+1}\right)=-T \nabla^{\prime} \bar{u}_{T}$, hence the function $\bar{u}_{T}$ solves $-\Delta^{\prime} \bar{u}_{T}=0$ on $Q_{L}^{\prime}$ with periodic or zero-flux boundary conditions. But that means $\bar{u}_{T}$ is constant, implying that the cumulated field $H \equiv 0$ on $Q_{L}^{\prime}$, in particular $n\left(Q_{L, T}\right)=0$ and $n\left(Q_{\tilde{L}, T}(a)\right)=0$.

Hence, we have that

$$
\begin{equation*}
f\left(Q_{\tilde{L}, T}(a)\right)=f_{0}\left(Q_{\tilde{L}, T}(a)\right) \lesssim f_{0}\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}} \tag{5.4}
\end{equation*}
$$

and therefore, inserting (5.3), we get $f\left(Q_{\tilde{L}, T}(a)\right) \leq \epsilon$ for any $\epsilon>0$ if $C_{L T}$ is chosen large enough. Due to good screening properties, the quantity $f$ has the right decay on smaller length scales: for any $\tilde{\ell} \leq \frac{\tilde{L}}{8}$ and $t \leq T$ such that $\tilde{\ell}=c_{L T} t^{\frac{2}{3}}$, and $b$ such that $Q_{\tilde{\ell}, t}(b) \subseteq Q_{\frac{3}{4} \tilde{L}, T}(a)$ there holds

$$
\begin{aligned}
& f\left(Q_{\tilde{\ell}, t}(b)\right) \lesssim f\left(Q_{\tilde{L}, T}(a)\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}} \quad \text { and } \\
& n\left(Q_{\tilde{\ell}, t}(b)\right) \lesssim n\left(Q_{\tilde{L}, T}(a)\right)+\left(f\left(Q_{\tilde{L}, T}(a)\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)^{\frac{1}{d+2}} \lesssim\left(f\left(Q_{\tilde{L}, T}(a)\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)^{\frac{1}{d+2}}
\end{aligned}
$$

see Proposition 5.13 (increasing $C_{L T}$, hence $c_{L T}$, if necessary).
Combining this with (5.4), recalling that $f\left(Q_{L, T}\right)=f_{0}\left(Q_{L, T}\right)$, we are led to

$$
f\left(Q_{\tilde{\ell}, t}(b)\right) \lesssim f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}, \quad \text { and } \quad n\left(Q_{\tilde{\ell}, t}(b)\right) \lesssim\left(f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)^{\frac{1}{d+2}}
$$

for any $b$ such that $Q_{\tilde{\mathcal{R}}, t}(b) \subseteq Q_{\frac{3}{4} \tilde{L}, T}(a)$.
Step 3 By a covering argument, we can then extend the estimate from Step 2 to cuboids $Q_{\ell, t}(b)$ with $\ell \geq c_{L T} t^{\frac{2}{3}}$ : we divide $Q_{\ell, t}(b)$ into $J=\left(\frac{\ell}{\tilde{\ell}}\right)^{d}$ disjoint cuboids $Q_{\tilde{\ell}, t}\left(b_{j}\right), j=1, \ldots, J$ of lateral side length $\tilde{\ell}=c_{L T} t^{\frac{2}{3}}$ centred at points $b_{j}$ on the bottom boundary of $Q_{L, T}$ (w.l.o.g. the constant $c_{L T}$ is chosen such that $J \in \mathbb{N}$ ); see Figure 4 .

In the boxes $Q_{\tilde{\ell}, t}\left(b_{j}\right)$ we can apply Step 2, from which it follows that

$$
f\left(Q_{\ell, t}(b)\right)=\frac{t^{2}}{\ell^{2}} \frac{1}{\ell^{d} t} \sum_{j=1}^{J}\left(\int_{Q_{\tilde{\ell}, t}\left(b_{j}\right)}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{\tilde{\ell}, t}\left(b_{j}\right)}\left|h-\bar{h}_{t}\right|^{2} \mathrm{~d} x\right)=\left(\frac{\tilde{\ell}}{\ell}\right)^{d+2} \sum_{j=1}^{J} f\left(Q_{\tilde{\ell}, t}\left(b_{j}\right)\right)
$$

and using that $f\left(Q_{\tilde{\ell}, t}\left(b_{j}\right)\right) \lesssim f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}$, we obtain

$$
\begin{equation*}
f\left(Q_{\ell, t}(b)\right) \lesssim\left(\frac{\tilde{\ell}}{\ell}\right)^{d+2} J\left(f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right) \lesssim\left(\frac{\tilde{\ell}}{\ell}\right)^{2}\left(f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right) . \tag{5.5}
\end{equation*}
$$



Figure 4. Depiction of the different cuboids and scales used throughout the proof.

Similarly, we may estimate

$$
\begin{equation*}
n\left(Q_{\ell, t}(b)\right)=\frac{t}{\ell} \sup _{j} \sup _{Q_{\dot{\ell}}^{\prime}\left(b_{j}\right)}\left|\bar{h}_{t}\right|=\frac{\tilde{\ell}}{\ell} \sup _{j} n\left(Q_{\tilde{\ell}, t}\left(b_{j}\right)\right) \lesssim \frac{\tilde{\ell}}{\ell}\left(f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)^{\frac{1}{d+2}} \tag{5.6}
\end{equation*}
$$

Step 4 Finally, recalling (5.2), the local energy bound follows for any cuboid $Q_{\ell, t}(b) \subseteq Q_{\frac{3}{4}} \tilde{L}_{, T}(a)$ (with $\ell \geq c_{L T} t^{\frac{2}{3}}$ and $a$ such that $Q_{\tilde{L}, T}(a) \subseteq Q_{\frac{3}{4} L, T}$ ), since

$$
e\left(Q_{\ell, t}(b)\right) \leq \frac{\ell^{2}}{t^{2}} f\left(Q_{\ell, t}(b)\right)+\frac{\ell^{2}}{t^{2}} n\left(Q_{\ell, t}(b)\right)^{2}
$$

so using (5.5), (5.6), and the fact that $f\left(Q_{L, T}\right)=f_{0}\left(Q_{L, T}\right) \leq C_{S} \frac{T^{\frac{4}{3}}}{L^{2}}$, we obtain with $\tilde{\ell}=c_{L T} t^{\frac{2}{3}}$ and $\tilde{L}=c_{L T} T^{\frac{2}{3}}$, that

$$
e\left(Q_{\ell, t}(b)\right) \lesssim \frac{\tilde{\ell}^{2}}{t^{2}}\left(f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)+\frac{\tilde{\ell}^{2}}{t^{2}}\left(f\left(Q_{\tilde{L}, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)^{\frac{2}{d+2}} \lesssim c_{L T}^{2} t^{-\frac{2}{3}}\left(\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)^{\frac{2}{d+2}} \lesssim c_{L T}^{\frac{2 d}{d+2}} t^{-\frac{2}{3}}
$$

Step 5 (The role of the lateral boundary conditions). This proves the upper bound in the theorem for small cuboids contained in $Q_{\frac{3}{4} \tilde{L}, T}$. We now give an argument how to extend this to any cuboid contained in $Q_{L, T}$ sitting at the bottom boundary.

If ( $m, h$ ) satisfies periodic boundary conditions, then it also minimises the energy in $Q_{2 L, T}$. Therefore, applying Step 1 of the proof, we obtain

$$
f_{0}\left(Q_{\tilde{L}, T}(a)\right) \lesssim f_{0}\left(Q_{2 L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}} \lesssim f_{0}\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}
$$

for any $a \in \mathbb{R}^{d} \times\{0\}$ such that $Q_{\tilde{L}, T}(a) \subseteq Q_{\frac{3}{2} L, T}$ (and in particular for any $a$ such that $Q_{\tilde{L}, T}(a) \subseteq$ $\left.Q_{L, T}\right)$. We can then apply Step 2, which holds for any $b$ such that $Q_{\tilde{\ell}, t}(b) \subseteq Q_{\frac{3}{4} \tilde{L}, T}(a)$. Combining the two, we deduce that Step 2 holds for any $b$ such that $Q_{\tilde{\ell}, t}(b) \subseteq Q_{L, T}$. Hence, the local energy upper bound is extended to any cuboid contained in $Q_{L, T}$ sitting at the bottom boundary.

If $(m, h)$ satisfies zero-flux boundary conditions, then by arguing as in the proof of the global scaling laws, we can obtain a new configuration ( $\widetilde{m}, \widetilde{h})$, which is periodic in $Q_{2 L, T}$ and that has the same energy up to a dimensional constant. More precisely, we can extend ( $m, h$ ) to $[-L, 3 L]^{d} \times[0, T]$ by a sequence of $d$ even reflections of $m$ and corresponding reflections of $h$ across each face of $\Gamma_{L, T}$ to obtain an admissible configuration in $\mathcal{A}_{Q_{[-L, 3 L]}{ }^{d} \times[0, T]}^{\text {per }}$. Finally, by
translating the extended configuration to $Q_{[-2 L, 2 L]^{d} \times[0, T]}$, we get a periodic pair $(\widetilde{m}, \widetilde{h})$ in $\mathcal{A}_{Q_{2 L, T}}^{\text {per }}$ that satisfies

$$
E_{Q_{2 L, T}}(\tilde{m}, \tilde{h})=2^{d} E_{Q_{L, T}}(m, h) \lesssim L^{d} T^{\frac{1}{3}}
$$

Since $h$ is a gradient field, so is $\widetilde{h}$, therefore we deduce that ( $\widetilde{m}, \widetilde{h})$ is an almost-minimising configuration at scale ( $2 L, T$ ). Hence, Step 1 (which still holds true for almost-minimisers at scale $(2 L, T))$ implies that for $C_{L T}$ large enough we can find a constant $\frac{C_{L T}}{8} \leq c_{L T} \leq \frac{C_{L T}}{4}$ such that for $\tilde{L}=c_{L T} T^{\frac{2}{3}}$ we have

$$
f_{0}\left(Q_{\tilde{L}, T}(a)\right) \lesssim \widetilde{f}_{0}\left(Q_{2 L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}} \lesssim f_{0}\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}
$$

for any $a \in Q_{L}^{\prime} \times\{0\}$ such that $Q_{\tilde{L}, T}(a) \subseteq Q_{\frac{3}{2} L, T}$. However, at this stage we do not know whether $(\widetilde{m}, \widetilde{h})$ is almost-minimising on smaller scales, so that when iterating down to smaller cuboids with Proposition 5.13, we have to leave some space to the lateral boundary $\Gamma_{L, T}$. Therefore, in contrast to the periodic case, we can benefit from this estimate only for $a$ 's such that $Q_{\tilde{L}, T}(a) \subseteq Q_{L, T}$.

Applying Step 2, we infer that the outcome of that step holds for any $b$ such that $Q_{\tilde{e}, t}(b) \subseteq$ $Q_{\frac{3}{4} \tilde{L}, T}(a)$, for any $a$ such that $Q_{\tilde{L}, T}(a) \subseteq Q_{L, T}$. Moreover, as a careful look at the proof reveals, the factor $\frac{3}{4}$ was arbitrarily chosen (for concreteness purposes), and can actually be replaced by any factor $\gamma<1$. This reflects the fact that the argument holds for any cuboid located at a positive distance from $\Gamma_{L, T}$, leaving enough space to benefit from interior regularity.

Hence, it only remains to extend the previous local energy bounds to cuboids centred at the lateral boundary $\Gamma_{L, T}$. In order to do so, we appeal to an iteration at the boundary. Letting $Q_{\ell, t}^{*}(b):=Q_{\ell, t}(b) \cap Q_{L, T}$ be a cuboid at the boundary of $Q_{L, T}$, centred in a point $b \in \Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$, and arguing almost verbatim as in Step 2, replacing the use of Proposition 5.13 by Proposition 5.15, we deduce that

$$
f\left(Q_{\tilde{\ell}, t}^{*}(b)\right) \lesssim f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}, \quad \text { and } \quad n\left(Q_{\tilde{\ell}, t}^{*}(b)\right) \lesssim\left(f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\tilde{L}^{2}}\right)^{\frac{1}{d+2}}
$$

for any $b \in \Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$.
Thus, combining the estimates on cuboids located in the bulk of $Q_{L, T}$ with the ones centred on $\Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$, we deduce that Step 2 holds for any $b$ such that $Q_{\tilde{\ell}, t}(b) \subseteq Q_{L, T}$. Hence, the local energy upper bound is extended to any cuboid contained in $Q_{L, T}$ sitting at the bottom boundary.

This concludes the proof.
The rest of this section is devoted to the proof of the one-step improvement results and the iteration to smaller scales. In our forthcoming article [RR] we will give a simpler proof by a closer study of the convex relaxation of the problem, which is based on duality and avoids some of the more complicated constructions (especially the boundary layer construction). It also shows from a somewhat different angle that the shift of the energy by $\bar{h}_{t}$ is quite natural in view of the convex relaxation. ${ }^{24}$
5.2.1. One-step improvements in the interior. We start with a first one-step improvement result, which allows us to go to smaller widths $\ell \leq L$, while keeping the height $T$ fixed. This one-step improvement result is somewhat simpler, because it does not need decay of the cumulated field encoded in the quantity $n$ defined above. However, this will be a crucial ingredient in the second one-step improvement result.

Lemma 5.1 (One-step improvement - Version A for fixed height). Let ( $m, h$ ) be a minimiser of the non-convex energy (1.4) in $Q_{L, T}$ with periodic or zero-flux lateral boundary conditions and $m^{B}=m^{T} \equiv 0$.

[^16]For any $\theta \in\left(0, \frac{1}{2}\right]$ there exists an $\epsilon>0$ such that the following holds: If $\ell \leq L$ is such that $f_{0}\left(Q_{\ell, T}\right) \leq \epsilon$, then

$$
\begin{equation*}
f_{0}\left(Q_{\theta \ell, T}(a)\right)-\theta f_{0}\left(Q_{\ell, T}\right) \lesssim \theta \frac{T^{\frac{4}{3}}}{\ell^{2}} \tag{5.7}
\end{equation*}
$$

for any $a \in \mathbb{R}^{d} \times\{0\}$ with $|a| \leq(1-2 \theta) \ell$ (so that $Q_{2 \theta \ell, T}(a) \subseteq Q_{\ell, T}$ ).
Remark 5.2. We have the followings observations:
(1) In order to iterate this one-step improvement, (5.7) shows that we need $\ell \gg T^{\frac{2}{3}}$, which is consistent with the prediction that branching should be observed on cuboids at the sample boundary that are wide enough to capture the oscillations of the magnetisation. More precisely, fix $\theta \in\left(0, \frac{1}{2}\right]$ and let $f_{0}\left(Q_{L, T}\right) \leq \epsilon$ with the $\epsilon$ given by Lemma 5.1. Further, let $c_{L T} \geq\left(2 C_{\theta} \epsilon^{-1}\right)^{\frac{1}{2}}$, where $C_{\theta}$ is the implicit constant in (5.7). Then

$$
f_{0}\left(Q_{\theta \ell, T}(a)\right) \leq \theta f_{0}\left(Q_{L, T}\right)+C_{\theta} \frac{T^{\frac{4}{3}}}{\ell^{2}} \leq \theta \epsilon+C_{\theta} c_{L T}^{-2} \leq \frac{\epsilon}{2}+\frac{\epsilon}{2} \leq \epsilon
$$

hence we can iterate the one-step improvement.
(2) As the proof of Lemma 5.1 reveals, the assumption $m^{T} \equiv 0$ can be replaced by the assumption $f_{0}^{T} h \mathrm{~d} x_{d+1} \lesssim T^{-\frac{1}{3}}$ on the cumulated field.
(3) Since $a \in \mathbb{R}^{d} \times\{0\}$ is required to be such that $Q_{2 \theta \ell, T}(a) \subseteq Q_{L, T}$, this implies that $Q_{\theta \ell, T}(a) \subseteq$ $Q_{(1-\theta) L, T}$, in particular, the smaller cuboid has to stay away from the boundary $\Gamma_{L, T}$.

Lemma 5.3 (One-step improvement - Version B for fixed aspect ratio). Let ( $m, h$ ) be a minimiser of the non-convex energy (1.4) in $Q_{L, T}$ with periodic or zero-flux lateral boundary conditions, $m^{B} \equiv 0$, and $\left|m^{T}\right| \leq 1$.

For any $\theta \in\left(0, \frac{1}{3}\right]$ and $A<\infty$, there exist constants $\delta, \epsilon \in(0,1)$ with the property that

$$
\begin{equation*}
\epsilon \leq \frac{\delta^{d+2}}{A} \tag{5.8}
\end{equation*}
$$

such that the following holds:
If $\ell \leq L$ and $t \leq T$ are such that

$$
f\left(Q_{\ell, t}\right) \leq \epsilon \quad \text { and } \quad n\left(Q_{\ell, t}\right) \leq \delta,
$$

then for any $a \in \mathbb{R}^{d} \times\{0\}$ with $|a| \leq(1-3 \theta) \ell\left(\right.$ so that $\left.Q_{3 \theta \ell, t}(a) \subseteq Q_{\ell, t}\right)$ there holds

$$
\begin{align*}
& f\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}(a)\right)-\theta f\left(Q_{\ell, t}\right) \lesssim_{\theta} \frac{t^{\frac{4}{3}}}{\ell^{2}}  \tag{5.9}\\
& n\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}(a)\right)-\theta^{\frac{1}{2}} n\left(Q_{\ell, t}\right) \lesssim_{\theta} f\left(Q_{\ell, t}\right)^{\frac{1}{d+2}} \tag{5.10}
\end{align*}
$$

Note that we are going down with a different exponent in the $x^{\prime}$ and $x_{d+1}$ directions. This ensures that the ratio $t^{\frac{2}{3}} \ell^{-1}$ stays invariant when going down to smaller scales and later ensures the right scaling relation on the smaller scales.

Remark 5.4. Fixing $\theta \in\left(0, \frac{1}{4}\right]$, we can iterate this one-step improvement. Indeed, let $f\left(Q_{\ell, t}\right) \leq \epsilon$ and $n\left(Q_{\ell, t}\right) \leq \delta$ with $\epsilon$ and $\delta$ from Lemma 5.3 (which are fixed by the choice of $\theta$ ). If $C_{n}, C_{f}<\infty$ denote the implicit constants in (5.10) and (5.9), then

$$
f\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}(a)\right) \leq \theta f\left(Q_{\ell, t}\right)+C_{f} \frac{t^{\frac{4}{3}}}{\ell^{2}} \leq \frac{\epsilon}{4}+C_{f} \frac{t^{\frac{4}{3}}}{\ell^{2}}
$$

and

$$
n\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}(a)\right) \leq \theta^{\frac{1}{2}} n\left(Q_{\ell, t}\right)+C_{n} f\left(Q_{\ell, t}\right)^{\frac{1}{d+2}} \leq \frac{\delta}{2}+C_{n} \epsilon^{\frac{1}{d+2}},
$$

as long as $a \in \mathbb{R}^{d} \times\{0\}$ is such that $Q_{3 \theta \ell, t}(a) \subseteq Q_{\ell, t}$. By (5.8) for the choice $A=2 C_{n}$ it then follows that $n\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}(a)\right) \leq \delta$. Hence, if $C_{f} \frac{t^{\frac{4}{3}}}{\ell^{2}} \leq \frac{3 \epsilon}{4}$, which is guaranteed if $\ell \geq C_{\ell t} t^{\frac{2}{3}}$ with $C_{\ell t} \geq\left(\frac{4 C_{f}}{3 \epsilon}\right)^{\frac{1}{2}}$, we also have $f\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}(a)\right) \leq \epsilon$. Let us mention that the condition on $a$ implies that $Q_{\theta \ell, \theta^{\frac{3}{2}} t}(a) \subseteq Q_{(1-2 \theta) \ell, \theta^{\frac{3}{2}} t}$, so that the iteration (Proposition 5.13) based on Lemma 5.3 only gives information on $f$ and $n$ on smaller cuboids at the top/bottom boundary that have positive distance from $\Gamma_{L, T}$.

Before giving the proof of Lemma 5.1 and Lemma 5.3, let us start with some technical preliminaries that will be useful. The first one concerns the choice of a good cuboid with $\ell$ on which the boundary trace is well-behaved. The second one concerns a monotonicity formula for the renormalised energy density $f$, which seems to be new in this context and plays an important role in Lemma 5.3.

Lemma 5.5 (Choice of good width). Let $h \in L^{2}\left(Q_{L}^{\prime}\right)$ for some $L>0$. Then the set of $\ell \in\left[\frac{L}{2}, L\right]$ such that

$$
f_{\partial Q_{\ell}^{\prime}}(h \cdot v)^{2} \mathrm{~d} \mathcal{H}^{d-1} \lesssim f_{Q_{L}^{\prime}}|h|^{2} \mathrm{~d} x^{\prime}
$$

has positive Lebesgue measure.
Proof. By Fubini's theorem,

$$
\int_{\frac{L}{2}}^{L} \int_{\partial Q_{\ell}^{\prime}}(h \cdot v)^{2} \mathrm{~d} \mathcal{H}^{d-1} \mathrm{~d} \ell=\int_{\left[\frac{L}{2}, L\right]^{d}}(h \cdot v)^{2} \mathrm{~d} x^{\prime} \leq \int_{Q_{L}}|h|^{2} \mathrm{~d} x^{\prime}<\infty,
$$

so that $\int_{\partial Q_{\ell}^{\prime}}(h \cdot v)^{2} \mathrm{~d} \mathcal{H}^{d-1}$ is finite for Lebesgue-a.e. $\ell \in\left[\frac{L}{2}, L\right]$. Given $A>1$, we let

$$
\Lambda:=\left\{\ell \in\left[\frac{L}{2}, L\right]: \int_{\partial Q_{\ell}^{\prime}}(h \cdot v)^{2} \mathrm{~d} \mathcal{H}^{d-1} \leq \frac{2 A}{L} \int_{Q_{L}^{\prime}}|h|^{2} \mathrm{~d} x^{\prime}\right\}
$$

By Markov's inequality, for any $A>1$ it holds that $\left|\Lambda^{c}\right| \leq \frac{L}{2 A}$, hence $|\Lambda| \geq \frac{L}{2}\left(1-\frac{1}{A}\right)>0$, and for all $\ell \in \Lambda$ we have

$$
f_{\partial Q_{\ell}^{\prime}}(h \cdot v)^{2} \mathrm{~d} \mathcal{H}^{d-1} \leq 2 A\left(\frac{L}{\ell}\right)^{d-1} f_{Q_{L}^{\prime}}|h|^{2} \mathrm{~d} x^{\prime} \leq 2^{d} A f_{Q_{L}^{\prime}}|h|^{2} \mathrm{~d} x^{\prime}
$$

The results thus follows.
Lemma 5.6 (Monotonicity formula). Let $h \in L^{2}\left(Q_{\ell, T}\right)$ for some $\ell, T>0$. Then the map

$$
t \mapsto \frac{t^{2}}{\ell^{2}} \int_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x
$$

is non-decreasing in $[0, T]$.
Proof. Since $h \in L^{2}\left(Q_{\ell, T}\right)$, by Fubini's theorem $h(\cdot, t)$ is well-defined and finite for Lebesgue-a.e. $t>0$. We calculate

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \bar{h}_{t}=\frac{\mathrm{d}}{\mathrm{~d} t} \frac{1}{t} \int_{0}^{t} h \mathrm{~d} x_{d+1}=\frac{1}{t}\left(h(\cdot, t)-\bar{h}_{t}\right)
$$

and obtain with this

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \frac{t^{2}}{\ell^{2}} f_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x=\frac{1}{\ell^{2}} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(t \int_{0}^{t} f_{Q_{\ell}^{\prime}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x^{\prime} \mathrm{d} x_{d+1}\right) \\
& \quad=\frac{1}{\ell^{2}}\left(\int_{0}^{t} f_{Q_{\ell}^{\prime}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x+t f_{Q_{\ell}^{\prime}}\left(h(\cdot, t)-\bar{h}_{t}\right)^{2} \mathrm{~d} x^{\prime}-2 t^{2} f_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \bar{h}_{t} \mathrm{~d} x\right) \\
& \quad=\frac{1}{\ell^{2}}\left(t f_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x+t f_{Q_{\ell, t}}\left(h(\cdot, t)-\bar{h}_{t}\right)^{2} \mathrm{~d} x-2 t f_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right) \cdot\left(h(\cdot, t)-\bar{h}_{t}\right) \mathrm{d} x\right) \\
& \quad=\frac{t}{\ell^{2}} f_{Q_{\ell, t}}(h-h(\cdot, t))^{2} \mathrm{~d} x \geq 0,
\end{aligned}
$$

which proves the claim.
The proofs of both Lemma 5.1 and Lemma 5.3 have the same first steps and only deviate at the end when it comes to estimating the cumulated field strength $n$. We therefore start with the common part first and conclude the proofs separately.

Proof of Lemma 5.1 and Lemma 5.3 (common part). Let $\theta$ and $a \in \mathbb{R}^{d} \times\{0\}$ be as in the assumptions of Lemma 5.1 and Lemma 5.3, respectively, and denote $\ell_{\theta}=\theta \ell, t_{\tau}=\tau t$ for $\tau \leq 1$.

Step 1 (Choice of good width). Let $\rho \in[\theta \ell, 2 \theta \ell]$ be a good width in the sense of Lemma 5.5 (in an $x_{d+1}$-integrated version). Then for $g:=\left.h \cdot v\right|_{\Gamma_{\rho, t_{\tau}}(a)}$ and its height average $\bar{g}_{t_{\tau}}=\int_{0}^{t_{\tau}} g \mathrm{~d} x_{d+1}$ there holds

$$
\int_{\Gamma_{\rho, t_{\tau}}(a)}\left(g-\bar{g}_{t_{\tau}}\right)^{2} \mathrm{~d} \mathcal{H}^{d-1} \mathrm{~d} x_{d+1} \lesssim \int_{Q_{2 \theta \rho, t_{\tau}}(a)}\left(h-\bar{h}_{t_{\tau}}\right)^{2} \mathrm{~d} x \lesssim \theta^{-d} \int_{Q_{\ell, t_{\tau}}}\left(h-\bar{h}_{t_{\tau}}\right)^{2} \mathrm{~d} x,
$$

and applying the monotonicity formula from Lemma 5.6, we obtain

$$
\frac{t_{\tau}^{2}}{\ell^{2}} \int_{Q_{\ell, t_{\tau}}}\left(h-\bar{h}_{t_{\tau}}\right)^{2} \mathrm{~d} x \leq \frac{t^{2}}{\ell^{2}} \int_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x \leq f\left(Q_{\ell, t}\right)
$$

hence

$$
\begin{equation*}
\frac{t_{\tau}^{2}}{\rho^{2}} f_{\Gamma_{\rho, t_{\tau}}(a)}\left(g-\bar{g}_{t_{\tau}}\right)^{2} \mathrm{~d} \mathcal{H}^{d-1} \mathrm{~d} x_{d+1} \lesssim \theta^{-(d+2)} f\left(Q_{\ell, t}\right) \tag{5.11}
\end{equation*}
$$

Step 2 (Construction of a competitor). Let $\left(m_{r}, h_{r}\right) \in X_{r}\left(Q_{\rho, t_{\tau}}(a)\right)$ be the admissible pair constructed in Proposition 2.6 with $g=h \cdot v$, i.e., $h_{r} \cdot v=\left(h-\bar{h}_{t_{\tau}}\right) \cdot v$ on $\Gamma_{\rho, t_{\tau}}(a)$ (extended by zero outside $\left.A_{r}\left(Q_{\rho, t_{\tau}}(a)\right):=\left(Q_{\rho}^{\prime}(a) \backslash Q_{\rho-r}^{\prime}(a)\right) \times\left[0, t_{\tau}\right]\right)$. Further, set $m^{t_{\tau}}=-\nabla^{\prime} \cdot \int_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}$. Then $\left|m^{t_{\tau}}\right| \leq 1$ in $Q_{\ell}^{\prime}$, and $\left(m_{\mathrm{rel}}, h_{\mathrm{rel}}\right):=\left(\frac{x_{d+1}}{t_{\tau}} m^{t_{\tau}}+m_{r}, \bar{h}_{t_{\tau}}+h_{r}\right) \in \mathcal{A}_{Q_{\rho, t_{\tau}}(a)}^{\mathrm{rel}}$ is admissible for the relaxed problem in $Q_{\rho, t_{\tau}}(a)$ with boundary conditions given by the non-convex minimiser ( $m, h$ ). Let us observe that

$$
\partial_{d+1} m_{\mathrm{rel}}=\frac{1}{t_{\tau}} m^{t_{\tau}}+\partial_{d+1} m_{r}
$$

and therefore

$$
t_{\tau}\left\|\partial_{d+1} m_{\mathrm{rel}}\right\|_{L_{x_{d+1}}^{2}}^{2} L_{x^{\prime}}^{\infty}\left(Q_{\rho, t_{\tau}}(a)\right) \leq 1+t_{\tau}\left\|\partial_{d+1} m_{r}\right\|_{L_{x_{d+1}}^{2} L_{x^{\prime}}^{\infty}\left(A_{\rho, t_{\tau}}(r ; a)\right)}^{2} \stackrel{(2.4) \&(2.6)}{\lesssim} 1 .
$$

We can thus apply Corollary 3.4, which provides the existence of an admissible pair $(\widetilde{m}, \widetilde{h}) \in$ $\mathcal{A}_{Q_{\rho, t_{\tau}}(a)}\left(g ; m^{B, T}\right)$ such that (3.13) and (3.14) hold in $Q_{\rho, t_{\tau}}(a)$.

We claim that

$$
\begin{equation*}
\overline{\widetilde{h}}_{t_{\tau}}=\int_{0}^{t_{\tau}} \widetilde{h} \mathrm{~d} x_{d+1}=\int_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}=\bar{h}_{t_{\tau}} . \tag{5.12}
\end{equation*}
$$

In fact, let us observe that

$$
-\nabla^{\prime} \cdot \overline{\widetilde{h}}_{t_{\tau}}=-\nabla^{\prime} \cdot \int_{0}^{t_{\tau}} \widetilde{h} \mathrm{~d} x_{d+1}=\int_{0}^{t_{\tau}} \partial_{d+1} \widetilde{m} \mathrm{~d} x_{d+1}=\frac{m^{t_{\tau}}-m^{B}}{t_{\tau}}
$$

Moreover, on $\Gamma_{\rho, t_{\tau}}(a)$ it holds that

$$
\int_{0}^{t_{\tau}} \widetilde{h} \cdot v \mathrm{~d} x_{d+1}=\int_{0}^{t_{\tau}} g \mathrm{~d} x_{d+1}=\int_{0}^{t_{\tau}} h \cdot v \mathrm{~d} x_{d+1}
$$

By construction, $\widetilde{h}$ is a gradient field, hence $\widetilde{h}=-\nabla^{\prime} \tilde{u}$, where $\widetilde{u}$ is a solution to

$$
\begin{array}{rlrl}
-\Delta^{\prime} u & =-\frac{m^{t_{\tau}-m^{B}}}{t_{\tau}} & \text { in } \quad Q_{\rho, t_{\tau}}(a) \\
-\nabla^{\prime} u \cdot v & =\bar{g}_{t_{\tau}} & & \text { on } \quad \Gamma_{\rho, t_{\tau}}(a)
\end{array}
$$

Finally, by observing that $u_{0}=-\nabla^{\prime} \bar{h}_{t_{\tau}}$ is also a solution, by uniqueness we deduce the validity of the claim.

On the other hand, by (local) minimality of ( $m, h$ ) in $Q_{\rho, t_{\tau}}(a)$, we have

$$
\begin{equation*}
\int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)} h^{2} \mathrm{~d} x \leq \int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} \tilde{m}\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)} \widetilde{h}^{2} \mathrm{~d} x \tag{5.13}
\end{equation*}
$$

Step 3 (Orthogonality and optimality). To bound $f\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right)$ we start by estimating

$$
\begin{aligned}
f\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right) & =\frac{t_{\tau}^{2}}{\ell_{\theta}^{2}} \frac{1}{\ell_{\theta}^{d} t_{\tau}}\left(\int_{Q_{e_{\theta}, t_{\tau}}(a)}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{e_{\theta}, t_{\tau}}(a)}\left(h-\bar{h}_{t_{\tau}}\right)^{2}\right) \\
& \leq \frac{t_{\tau}^{2}}{\ell_{\theta}^{2}} \frac{1}{\ell_{\theta}^{d} t_{\tau}}\left(\int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)}\left(h-\bar{h}_{t_{\tau}}\right)^{2}\right) .
\end{aligned}
$$

By Lemma 2.5 we further have that

$$
\begin{aligned}
\int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)}\left(h-\bar{h}_{t_{\tau}}\right)^{2} & =\int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} m\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)} h^{2}-\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)} \bar{h}_{t_{\tau}}^{2} \mathrm{~d} x \\
& \stackrel{(5.13)}{\leq} \int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} \widetilde{m}\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)} \widetilde{h}^{2} \mathrm{~d} x-\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)} \bar{h}_{t_{\tau}}^{2} \mathrm{~d} x \\
& \stackrel{(5.12)}{=} \int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} \widetilde{m}\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)}\left(\widetilde{h}-\widetilde{\widetilde{h}}_{t_{\tau}}\right)^{2} \mathrm{~d} x,
\end{aligned}
$$

hence

$$
\begin{align*}
f\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right) & \leq \frac{t_{\tau}^{2}}{\ell_{\theta}^{2}} \frac{1}{\ell_{\theta}^{d} t_{\tau}}\left(\int_{Q_{\rho, t_{\tau}}(a)}\left|\nabla^{\prime} \widetilde{m}\right|+\frac{1}{2} \int_{Q_{\rho, t_{\tau}}(a)}\left(\tilde{h}-\overline{\widetilde{h}}_{t_{\tau}}\right)^{2} \mathrm{~d} x\right) \\
& \stackrel{(3.13)}{\lesssim} \frac{t_{\tau}^{2}}{\rho^{2}}\left(\frac{N}{\rho}+\int_{Q_{\rho, t_{\tau}}(a)}\left(\widetilde{h}-\overline{\widetilde{h}}_{t_{\tau}}\right)^{2} \mathrm{~d} x\right) . \tag{5.14}
\end{align*}
$$

Step 4 (Estimate of the correction fields in the interior and in the boundary layer). Note that since $m^{B} \equiv 0$, we have $H^{B} \equiv 0$, so that by Proposition 2.6 we may bound

$$
\begin{aligned}
& \frac{t_{\tau}^{2}}{\rho^{2}} \int_{Q_{\rho, t_{\tau}}(a)}\left(\widetilde{h}-\overline{\widetilde{h}}_{t_{\tau}}\right)^{2} \mathrm{~d} x \lesssim \frac{t_{\tau}^{2}}{\rho^{2}} \int_{Q_{\rho, t_{\tau}}(a)}\left(\widetilde{h}-h_{\mathrm{rel}}\right)^{2} \mathrm{~d} x+\frac{t_{\tau}^{2}}{\rho^{2}} f_{Q_{\rho, t_{\tau}}(a)}\left(h_{\mathrm{rel}}-\overline{\widetilde{h}}_{t_{\tau}}\right)^{2} \mathrm{~d} x \\
& \quad \stackrel{(3.14)}{\lesssim} \frac{t_{\tau}^{2}}{\rho^{2}} \frac{\rho^{2}}{N^{2} t_{\tau}^{2}}+\frac{t_{\tau}^{2}}{\rho^{2}} \frac{1}{\rho^{d} t_{\tau}} \int_{A_{\rho, t_{\tau}}(r ; a)} h_{r}^{2} \mathrm{~d} x \\
& \quad(2.5) \&(2.4) \\
& \quad \frac{1}{N^{2}}+\left(\left(\frac{t_{\tau}^{2}}{\rho^{2}} \int_{\Gamma_{\rho, t_{\tau}}(a)}\left(g-\bar{g}_{t_{\tau}}\right)^{2}\right)^{\frac{1}{d+1}}+\frac{t_{\tau}}{\rho} \sup _{Q_{\rho}^{\prime}(a)}\left|f_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}\right|\right) \frac{t_{\tau}^{2}}{\rho^{2}} f_{\Gamma_{\rho, t_{\tau}}(a)}\left(g-\bar{g}_{t_{\tau}}\right)^{2} \\
& \quad \stackrel{(5.11)}{\lessgtr} \frac{1}{N^{2}}+\left(\theta^{-(d+2)} f\left(Q_{\ell, t}\right)\right)^{\frac{d+2}{d+1}}+n\left(Q_{\rho, t_{\tau}}(a)\right) \theta^{-(d+2)} f\left(Q_{\ell, t}\right) .
\end{aligned}
$$

Inserting this in (5.14), we are led to

$$
f\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right) \lesssim\left(\frac{N t_{\tau}^{2}}{\rho^{3}}+\frac{1}{N^{2}}+\left(\theta^{-(d+2)} f\left(Q_{\ell, t}\right)\right)^{\frac{d+2}{d+1}}+n\left(Q_{\rho, t_{\tau}}(a)\right) \theta^{-(d+2)} f\left(Q_{\ell, t}\right)\right)
$$

Recalling that $\ell_{\theta}=\theta \ell$, optimising in $N \in \mathbb{N}$ (i.e. choosing $N=\left\lceil t_{\tau}^{-\frac{2}{3}} \rho\right\rceil$ ), we find with $\ell_{\theta} \leq \rho \leq 2 \ell_{\theta}$,

$$
\begin{equation*}
f\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right) \lesssim \frac{t_{\tau}^{\frac{4}{3}}}{\ell_{\theta}^{2}}+\left(\theta^{-(d+2)} f\left(Q_{\ell, t}\right)\right)^{\frac{d+2}{d+1}}+n\left(Q_{\rho, t_{\tau}}(a)\right) \theta^{-(d+2)} f\left(Q_{\ell, t}\right) \tag{5.15}
\end{equation*}
$$

Remark 5.7. Since minimality of ( $m, h$ ) in $Q_{L, T}$ is only used in (5.13) (in the form of local minimality of $(m, h)$ in $Q_{\rho, t_{\tau}}(a)$, it can be replaced by almost-minimality in $Q_{\ell, t}$ in the sense of Remark 1.5. This leads to an extra term $C \frac{t^{\frac{4}{3}}}{\ell^{2}}$ in the estimate, and can therefore be absorbed in the right-hand side of (5.7) and (5.9).

At this point, the proofs of Lemma 5.1 and Lemma 5.3 deviate: to bound the cumulated field strength $n\left(Q_{\rho, t_{\tau}}(a)\right.$ ), we have to distinguish the cases $\tau=1$ (for $\left.t=T\right)$ and $\tau=\theta^{\frac{3}{2}}($ for $t<T)$.

Proof of Lemma 5.1. We proceed in two steps.
Step 5.A (Treatment of the cumulated field). Note that for $t=T$ and $\tau=1$, we have $\int_{0}^{T} h \mathrm{~d} x_{d+1}=0$, c.f. Step 2 of the proof of Theorem 1.2. In particular, $f\left(Q_{\ell, T}\right)=f_{0}\left(Q_{\ell, T}\right)$ and

$$
n\left(Q_{\rho, T}\right)=\frac{1}{\rho} \sup _{Q_{\rho}^{\prime}(a)}\left|\int_{0}^{T} h \mathrm{~d} x_{d+1}\right|=0
$$

which simplifies estimate (5.15) to

$$
\begin{equation*}
f_{0}\left(Q_{\ell}, T(a)\right) \lesssim \frac{T^{\frac{4}{3}}}{\ell_{\theta}^{2}}+\theta^{-(d+2)}\left(\theta^{-(d+2)} f_{0}\left(Q_{\ell, T}\right)\right)^{\frac{1}{d+1}} f_{0}\left(Q_{\ell, T}\right) \tag{5.16}
\end{equation*}
$$

Step 6.A (Choice of $\epsilon$ ). Let $C>0$ be the implicit constant in (5.16). In view of (5.7) we choose

$$
\epsilon=\theta^{d+2}\left(\frac{\theta^{d+3}}{C}\right)^{d+1}
$$

Then

$$
C \theta^{-(d+2)}\left(\theta^{-(d+2)} f_{0}\left(Q_{\ell, T}\right)\right)^{\frac{1}{d+1}} \leq C \theta^{-(d+2)}\left(\theta^{-(d+2)} \epsilon\right)^{\frac{1}{d+1}} \leq \theta
$$

from which it follows that

$$
f\left(Q_{\ell_{\theta}, T}(a)\right)-\theta f\left(Q_{\ell, T}\right) \lesssim \frac{T^{\frac{4}{3}}}{\ell_{\theta}^{2}} .
$$

Proof of Lemma 5.3. We proceed in two steps.
Step 5.B (Estimate on the cumulated field strength $n$ ). As we shall next show, for $\tau<1$, the cumulated field strength $n\left(Q_{\rho, t_{\tau}}(a)\right)$ decays w.r.t. the vertical direction. Let us observe that

$$
\begin{equation*}
n\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right) \leq \frac{\rho}{\ell_{\theta}} n\left(Q_{\rho, t_{\tau}}(a)\right) \tag{5.17}
\end{equation*}
$$

so it suffices to estimate $n\left(Q_{\rho, t_{\tau}}(a)\right)$.
By the triangle inequality and since $Q_{\rho}^{\prime}(a) \subseteq Q_{2 \theta \ell}^{\prime}(a) \subseteq Q_{\ell}^{\prime}$, we have

$$
\begin{aligned}
n\left(Q_{\rho, t_{\tau}}(a)\right) & \leq \frac{t_{\tau}}{\rho} \sup _{Q_{\rho}^{\prime}(a)}\left|f_{0}^{t} h \mathrm{~d} x_{d+1}\right|+\frac{t_{\tau}}{\rho} \sup _{Q_{\rho}^{\prime}(a)}\left|f_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}-f_{0}^{t} h \mathrm{~d} x_{d+1}\right| \\
& \leq \tau \frac{\ell}{\rho} n\left(Q_{\ell, t}\right)+\frac{t_{\tau}}{\rho} \sup _{Q_{\rho}^{\prime}(a)}\left|\int_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}-f_{0}^{t} h \mathrm{~d} x_{d+1}\right|
\end{aligned}
$$

We claim that the latter term can be estimated by

$$
\begin{equation*}
\frac{t_{\tau}}{\rho} \sup _{Q_{\rho}^{\prime}(a)}\left|f_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}-f_{0}^{t} h \mathrm{~d} x_{d+1}\right| \lesssim \frac{\ell}{\rho}\left(\tau f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+2}} \tag{5.18}
\end{equation*}
$$

thus

$$
\begin{equation*}
n\left(Q_{\rho, t_{\tau}}(a)\right)-\frac{\ell}{\rho} \tau n\left(Q_{\ell, t}\right) \lesssim \frac{\ell}{\rho}\left(\tau f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+2}} \tag{5.19}
\end{equation*}
$$

Before providing a proof for (5.18), let us observe that, by inserting (5.19) in (5.17), we find

$$
\begin{equation*}
n\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right)-\frac{\tau}{\theta} n\left(Q_{\ell, t}\right) \lesssim \theta^{-1}\left(\tau f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+2}} \tag{5.20}
\end{equation*}
$$

and that, by plugging (5.19) into (5.15), we obtain

$$
\begin{equation*}
f\left(Q_{\ell_{\theta}, t_{\tau}}(a)\right) \lesssim \frac{t_{\tau}^{\frac{4}{3}}}{\ell_{\theta}^{2}}+\theta^{-(d+2)}\left(\left(\theta^{-(d+2)} f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+1}}+\frac{\tau}{\theta} n\left(Q_{\ell, t}\right)+\frac{1}{\theta}\left(\tau f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+2}}\right) f\left(Q_{\ell, t}\right) \tag{5.21}
\end{equation*}
$$

In order to prove (5.18), let us consider the function

$$
H\left(x^{\prime}\right):=\int_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}-\frac{t_{\tau}}{t} \int_{0}^{t} h \mathrm{~d} x_{d+1}=\int_{0}^{t_{\tau}}\left(h-\bar{h}_{t}\right) \mathrm{d} x_{d+1}, \quad x^{\prime} \in Q_{\rho}^{\prime}(a)
$$

By the Cauchy-Schwarz inequality, we have that

$$
\begin{equation*}
\left|H\left(x^{\prime}\right)\right|^{2} \leq t_{\tau} \int_{0}^{t_{\tau}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x_{d+1} \leq t_{\tau} t f_{0}^{t}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x_{d+1} \tag{5.22}
\end{equation*}
$$

We now apply interior elliptic regularity to estimate $\sup _{x^{\prime} \in Q_{\rho}^{\prime}}\left|H\left(x^{\prime}\right)\right|^{2}$. To this end, note that $H$ solves the equation

$$
\nabla^{\prime} \cdot H=\nabla^{\prime} \cdot \int_{0}^{t_{\tau}} h \mathrm{~d} x_{d+1}-\frac{t_{\tau}}{t} \int_{0}^{t} \nabla^{\prime} \cdot h \mathrm{~d} x_{d+1}=-m^{t_{\tau}}+\frac{t_{\tau}}{t} \int_{0}^{t} \partial_{d+1} m \mathrm{~d} x_{d+1}=\frac{t_{\tau}}{t} m^{t}-m^{t_{\tau}}=: M
$$

Further, by minimality, $h$ is a gradient, so that also $H=-\nabla^{\prime} U$ is a gradient field whose potential solves $-\Delta^{\prime} U=M$, with $|M| \leq 2$. Let $x_{*}^{\prime}$ be an arbitrary point in $Q_{\rho}^{\prime}(a)$. Then, by elliptic regularity, we can bound

$$
\left|H\left(x_{*}^{\prime}\right)\right|^{2} \lesssim f_{B_{\alpha \ell}\left(x_{*}^{\prime}\right)}|H|^{2} \mathrm{~d} x^{\prime}+(\alpha \ell)^{2} \sup _{B_{\alpha \ell}\left(x_{*}^{\prime}\right)}\left|\nabla^{\prime} \cdot H\right|^{2} \stackrel{(5.22)}{\lesssim} \alpha^{-d} t_{\tau} t \int_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x+(\alpha \ell)^{2}
$$

where the last inequality holds as long as $B_{\alpha \ell}\left(x_{*}^{\prime}\right) \subseteq Q_{\ell}^{\prime}$, which is guaranteed for any $\alpha \leq \theta$, since $x_{*}^{\prime} \in Q_{\rho}^{\prime}(a) \subseteq Q_{2 \theta \ell}^{\prime}(a)$, hence $B_{\alpha \ell}\left(x_{*}^{\prime}\right) \subseteq Q_{3 \theta \ell}^{\prime}(a) \subseteq Q_{\ell}^{\prime}$ by our assumption on $a$. Optimising in $\alpha$ then yields

$$
\begin{equation*}
\alpha=\left(\frac{t_{\tau} t}{\ell^{2}} f_{Q_{\ell, t}}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x\right)^{\frac{1}{d+2}}=\left(\tau f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+2}} \tag{5.23}
\end{equation*}
$$

in particular the condition $\alpha \leq \theta$ is fulfilled if $\epsilon$ is chosen small enough (see the next step). From this, we deduce that

$$
\sup _{x^{\prime} \in Q_{\rho}^{\prime}(a)}\left|H\left(x^{\prime}\right)\right|^{2} \lesssim \ell^{2}\left(\tau f\left(Q_{\ell, t}\right)\right)^{\frac{2}{d+2}},
$$

which by definition of $H$ proves the claimed estimate (5.18).
Step 6.B (Choice of $\epsilon$ and $\delta$ ). We can now fix the parameters $\epsilon$ and $\delta$ for $\tau=\theta^{\frac{3}{2}}$. Let $C$ be the maximum of the implicit constants in inequalities (5.20) and (5.21). Given $\theta \in\left(0, \frac{1}{2}\right]$ we choose $\delta$ so small that

$$
C \theta^{-(d+2)} \frac{\theta^{\frac{3}{2}}}{\theta} n\left(Q_{\ell, t}\right) \leq \frac{\theta}{3}
$$

which is ensured by the choice $\delta=\frac{\theta^{d+\frac{5}{2}}}{3 C}$. We then choose $\epsilon$ so small such that

$$
C \theta^{-1}\left(\theta^{\frac{3}{2}} f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+2}} \leq \frac{\delta}{2}
$$

and

$$
C \theta^{-(d+2)} \max \left\{\left(\theta^{-(d+2)} f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+1}}, \theta^{-1}\left(\theta^{\frac{3}{2}} f\left(Q_{\ell, t}\right)\right)^{\frac{1}{d+2}}\right\} \leq \frac{\theta}{3}
$$

which is ensured by the choice ${ }^{25} \epsilon=\min \left\{\theta^{d+\frac{1}{2}}\left(\frac{\delta}{2 C}\right)^{d+2}, \theta^{d+2}\left(\frac{\theta^{d+3}}{3 C}\right)^{d+1}, \theta^{-\frac{3}{2}}\left(\frac{\theta^{d+4}}{3 C}\right)^{d+2}\right\}$. Notice that in particular $\epsilon \leq \theta^{d+\frac{1}{2}}$, which implies that $\alpha \leq\left(\theta^{\frac{3}{2}} \epsilon\right)^{\frac{1}{d+2}} \leq \theta$, see (5.23).

This completes the proofs of Lemma 5.1 and Lemma 5.3.
5.2.2. One-step improvement on the lateral boundary. In this subsection we extend the previous one-step improvements to small cuboids $Q_{\ell, s}^{*}(a):=Q_{\ell, s}(a) \cap Q_{L, T}$ with center $a \in \Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$ at the boundary ${ }^{26}$. This requires a few modifications compared to the previous two one-step improvements, in particular an adapted boundary layer construction and the appeal to boundary regularity for the elliptic PDE satisfied by the cumulated field.

Lemma 5.8 (One-step improvement - Version C for fixed aspect ratio on the lateral boundary). Let $(m, h)$ be a minimiser of the non-convex energy (1.4) in $Q_{L, T}$ with zero-flux lateral boundary conditions, $m^{B} \equiv 0,\left|m^{T}\right| \leq 1$.

For any $\theta \in\left(0, \frac{1}{2}\right]$ and $A<\infty$, there exist constants $\delta, \epsilon \in(0,1)$ with the property that

$$
\epsilon \leq \frac{\delta^{d+2}}{A}
$$

such that the following holds:
For any $a \in \Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$, we have that if $\ell \leq L$ and $t \leq T$ are such that

$$
f\left(Q_{\ell, t}^{*}(a)\right) \leq \epsilon \quad \text { and } \quad n\left(Q_{\ell, t}^{*}(a)\right) \leq \delta
$$

[^17]then there holds
\[

$$
\begin{aligned}
& f\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}^{*}(a)\right)-\theta f\left(Q_{\ell, t}^{*}(a)\right) \lesssim \theta \frac{t^{\frac{4}{3}}}{\ell^{2}} \\
& n\left(Q_{\theta \ell, \theta^{\frac{3}{2}} t}^{*}(a)\right)-\theta^{\frac{1}{2}} n\left(Q_{\ell, t}^{*}(a)\right) \lesssim_{\theta} f\left(Q_{\ell, t}^{*}(a)\right)^{\frac{1}{d+2}}
\end{aligned}
$$
\]

In order to provide a proof for Lemma 5.8 , as before we start with some technical preliminaries that will be useful.

Lemma 5.9 (Choice of good width). Let $a \in \Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$. If $\in L^{2}\left(Q_{\ell}^{*}(a)^{\prime}\right)$ for some $\ell \in(0, L]$, with $h \cdot v=0$ on $Q_{\ell}^{*}(a)^{\prime} \cap \Gamma_{L, T}$, then the set of $\rho \in\left[\frac{\ell}{2}, \ell\right]$ such that

$$
\int_{\partial Q_{\rho}^{*}(a)^{\prime}}(h \cdot v)^{2} \mathrm{~d} \mathcal{H}^{d-1} \lesssim f_{Q_{\ell}(a)^{\prime}}|h|^{2} \mathrm{~d} x^{\prime}
$$

has positive Lebesgue measure.
Proof. It is a minor modification of the proof of Lemma 5.5 .
Lemma 5.10 (Monotonicity formula). Let $h \in L^{2}\left(Q_{\ell, T}^{*}(a)\right)$ for some $\ell, T>0$, and $a \in \Gamma_{L, T} \cap\left\{x_{d+1}=\right.$ $0\}$. Then the map

$$
t \mapsto \frac{t^{2}}{\ell^{2}} f_{Q_{\ell, t}^{*}(a)}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x
$$

is non-decreasing in $[0, T]$
Proof. It is a minor modification of the proof of Lemma 5.6.
We are now ready to give a proof for Lemma 5.8.
Proof. Let $\theta \in\left(0, \frac{1}{2}\right], a \in \Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$, and denote $\ell_{\theta}=\theta \ell, t_{\theta}=\theta^{\frac{3}{2}} t$. The first three steps of the proofs of Lemma 5.1 and 5.3 can be applied almost verbatim. Let us therefore only point some of the adaptations.

Step 1 (Choice of good width). Let $\rho \in\left[\theta \ell, \frac{3}{4} \ell\right]$ be a good width in the sense of Lemma 5.9. Then

$$
f_{\Gamma_{\rho, t_{\theta}}^{*}(a)}\left(g-\bar{g}_{t_{\theta}}\right)^{2} \mathrm{~d} \mathcal{H}^{d-1} \mathrm{~d} x_{d+1} \lesssim f_{Q_{\frac{3}{4}, t_{\theta}}^{*}(a)}\left(h-\bar{h}_{t_{\theta}}\right)^{2} \mathrm{~d} x \lesssim f_{Q_{\ell, t_{\theta}}^{*}}\left(h-\bar{h}_{t_{\theta}}\right)^{2} \mathrm{~d} x,
$$

and applying the monotonicity formula from Lemma 5.10, we obtain

$$
\frac{t_{\theta}^{2}}{\ell^{2}} f_{Q_{\ell, t_{\theta}}^{*}(a)}\left(h-\bar{h}_{t_{\theta}}\right)^{2} \mathrm{~d} x \leq \frac{t^{2}}{\ell^{2}} f_{Q_{\ell, t}^{*}(a)}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x \leq f\left(Q_{\ell, t}^{*}(a)\right)
$$

hence

$$
\frac{t_{\theta}^{2}}{\ell^{2}} f_{\Gamma_{\rho, t_{\theta}}^{*}(a)}\left(g-\bar{g}_{t_{\theta}}\right)^{2} \mathrm{~d} \mathcal{H}^{d-1} \mathrm{~d} x_{d+1} \lesssim f\left(Q_{\ell, t}^{*}(a)\right)
$$

Step 2 (Construction of a competitor). As before, we start with the over-relaxed solution in $Q_{\rho, t_{\theta}}^{*}(a)$, i.e. $\left(\frac{x_{d+1}}{t_{\theta}} m^{t_{\theta}}, \bar{h}_{t_{\theta}}\right)$ and modify it using Proposition 2.6 in a boundary layer to a competitor ( $m_{\mathrm{rel}}, h_{\mathrm{rel}}$ ) for the relaxed problem with boundary conditions $g=h \cdot v$ on $\Gamma_{\rho, t_{\theta}}^{*}(a)$, bottom magnetisation $m^{B}=0$ and top magnetisation $m^{t_{\theta}}=-\nabla^{\prime} \cdot \int_{0}^{t_{\theta}} h \mathrm{~d} x_{d+1}$ coming from the minimiser $(m, h)$ in $Q_{L, T}$. By means of Corollary (3.4), ( $\left.m_{\mathrm{rel}}, h_{\mathrm{rel}}\right) \in \mathcal{A}_{Q_{\rho, t_{\theta}}(a)}^{\mathrm{rel}}\left(g ; 0, m^{t_{\theta}}\right)$ can now be massaged into a
competitor for the non-convex problem. Appealing to (local) minimality of ( $m, h$ ) in $Q_{\rho, t_{\theta}}^{*}(a)$ then allows us to estimate

$$
f\left(Q_{\ell_{\theta}, t_{\theta}}^{*}(a)\right) \lesssim \frac{t_{\theta}^{\frac{4}{3}}}{\ell_{\theta}^{2}}+\theta^{-(d+2)}\left(\left(\theta^{-(d+2)} f\left(Q_{\ell, t}^{*}(a)\right)\right)^{\frac{1}{d+1}}+n\left(Q_{\rho, t_{\theta}}^{*}(a)\right)\right) f\left(Q_{\ell, t}^{*}(a)\right) .
$$

Step 3 (Estimate on $n$ ). We now estimate

$$
\begin{aligned}
n\left(Q_{\rho, t_{\theta}}^{*}(a)\right) & \leq \frac{t_{\theta}}{\rho} \sup _{Q_{\rho}^{*}(a)^{\prime}}\left|f_{0}^{t} h \mathrm{~d} x_{d+1}\right|+\frac{t_{\theta}}{\rho} \sup _{Q_{\rho}^{*}(a)^{\prime}}\left|f_{0}^{t_{\theta}} h \mathrm{~d} x_{d+1}-f_{0}^{t} h \mathrm{~d} x_{d+1}\right| \\
& \leq \frac{t_{\theta}}{t} \frac{\ell}{\rho} n\left(Q_{\ell, t}^{*}(a)\right)+\frac{t_{\theta}}{\rho} \sup _{Q_{\rho}^{*}(a)^{\prime}}\left|\int_{0}^{t_{\theta}} h \mathrm{~d} x_{d+1}-f_{0}^{t} h \mathrm{~d} x_{d+1}\right| .
\end{aligned}
$$

As in the previous one-step improvement, let us consider the function

$$
H\left(x^{\prime}\right):=\int_{0}^{t_{\theta}} h \mathrm{~d} x_{d+1}-\frac{t_{\theta}}{t} \int_{0}^{t} h \mathrm{~d} x_{d+1}=\int_{0}^{t_{\theta}}\left(h-\bar{h}_{t}\right) \mathrm{d} x_{d+1}, \quad x^{\prime} \in Q_{\ell}^{*}(a)^{\prime} .
$$

Since this time we need to control the maximum of $H$ over $Q_{\rho}^{*}(a)^{\prime}$ up to the boundary, we extend $H$ across the lateral boundaries $\partial Q_{\ell}^{*}(a)^{\prime} \cap \partial Q_{L}^{\prime}$ in the following way: $\partial Q_{\ell}^{*}(a)^{\prime} \cap \partial Q_{L}^{\prime}$ may consist of up to $d$ interfaces. We present the argument for the case that the number of such interfaces is $k \in\{1, \ldots, d\}$, and these interfaces are situated at $x_{1}=L, x_{2}=L, \ldots, x_{k}=L$, respectively. In that case, as in the proof of the global lower bound on the energy (for zero-flux boundary conditions), we define successively extensions $H^{(j)}$ on the extended (by reflections along the axes $x_{1}, \ldots, x_{j}$ ) domain $Q_{\ell}^{*,(j)}(a)$ as follows:

$$
H^{(1)}\left(x^{\prime}\right):= \begin{cases}H\left(x^{\prime}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*}(a)^{\prime} \\ \left(-H_{1}, H_{2}, \ldots, H_{d}\right)\left(2 L-x_{1}, x_{2}, \ldots, x_{d}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*,(1)}(a)^{\prime} \backslash Q_{\ell}^{*}(a)^{\prime},\end{cases}
$$

with $\nabla^{\prime} \cdot H^{(1)}\left(x^{\prime}\right)=\nabla^{\prime} \cdot H\left(x^{\prime}\right)$ for $x^{\prime} \in Q_{\ell}^{*}(a)^{\prime}$ and $\nabla^{\prime} \cdot H^{(1)}\left(x^{\prime}\right)=\left(\nabla^{\prime} \cdot H\right)\left(2 L-x_{1}, x_{2}, \ldots, x_{d}\right)$ for $x^{\prime} \in Q_{\ell}^{*(j)}(a)^{\prime} \backslash Q_{\ell}^{*}(a)^{\prime}$. Note that $H \cdot v^{\prime}=0$ on the interface $\left\{x_{1}=L\right\}$, so we can set

$$
m^{(1)}\left(x^{\prime}\right):= \begin{cases}\frac{t_{\theta}}{t} m\left(x^{\prime}, t\right)-m\left(x^{\prime}, t_{\theta}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*}(a)^{\prime}, \\ \frac{t_{\theta}}{t} m\left(2 L-x_{1}, x_{2}, \ldots, x_{d}, t\right)-m\left(2 L-x_{1}, x_{2}, \ldots, x_{d}, t_{\theta}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*,(1)}(a)^{\prime} \backslash Q_{\ell}^{*}(a)^{\prime},\end{cases}
$$

to obtain $\nabla^{\prime} \cdot H^{(1)}=m^{(1)}$ with $\left|m^{(1)}\right| \leq 2$ on $Q_{\ell}^{*(1)}(a)^{\prime}$. Define inductively, for $j=1, \ldots, k$,

$$
H^{(j)}\left(x^{\prime}\right):= \begin{cases}H^{(j-1)}\left(x^{\prime}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*,(j-1)}(a)^{\prime}, \\ \left(H_{1}, \ldots,-H_{j-1}, \ldots, H_{d}\right)\left(x_{1}, \ldots, 2 L-x_{j}, \ldots, x_{d}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*,(j)}(a)^{\prime} \backslash Q_{\ell}^{*,(j-1)}(a)^{\prime},\end{cases}
$$

and, correspondingly,

$$
m^{(j)}\left(x^{\prime}\right):= \begin{cases}\frac{t_{\theta}}{t} m^{(j-1)}\left(x^{\prime}, t\right)-m^{(j-1)}\left(x^{\prime}, t_{\theta}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*,(j-1)}(a)^{\prime}, \\ \frac{t_{\theta}}{t} m^{(j-1)}\left(x_{1}, \ldots, 2 L-x_{j}, \ldots, x_{d}, t\right) & \\ -m^{(j-1)}\left(x_{1}, \ldots, 2 L-x_{j}, \ldots, x_{d}, t_{\theta}\right), & \text { if } x^{\prime} \in Q_{\ell}^{*,(j)}(a)^{\prime} \backslash Q_{\ell}^{*,(j-1)}(a)^{\prime}\end{cases}
$$

Finally, we set $\widetilde{H}:=H^{(k)}$ and $\widetilde{m}:=m^{(k)}$ on $Q_{\ell}^{*(k)}(a)^{\prime}$. Then $\widetilde{H}$ satisfies $\nabla^{\prime} \cdot \widetilde{H}=\widetilde{m}$, in particular $\left|\nabla^{\prime} \cdot \widetilde{H}\right|=|\widetilde{m}| \leq 2$. Note that this construction crucially uses that $H \cdot v^{\prime}=0$ across $\Gamma_{\ell, t}^{*}(a) \cap \Gamma_{L, T}$. By minimality of $h$ and the construction of the extension, $\widetilde{H}$ is a gradient.

Now for any $x_{*}^{\prime} \in Q_{\rho}^{*}(a)^{\prime}$, by interior elliptic regularity for the potential of $\widetilde{H}$, we have that

$$
\left|H\left(x_{*}^{\prime}\right)\right| \lesssim \int_{B_{\alpha \ell}^{\prime}\left(x_{*}^{\prime}\right)}|\widetilde{H}|^{2} \mathrm{~d} x^{\prime}+(\alpha \ell)^{2} \sup _{B_{\alpha \ell}^{\prime}\left(x_{*}^{\prime}\right)}\left|\nabla^{\prime} \cdot \widetilde{H}\right|^{2} \lesssim \alpha^{-d} \int_{Q_{\ell}^{*(k)}(a)^{\prime}}|\widetilde{H}|^{2} \mathrm{~d} x^{\prime}+(\alpha \ell)^{2},
$$

as long as $\alpha$ is small enough so that $B_{\alpha \ell}^{\prime}\left(x_{*}^{\prime}\right) \subset Q_{\ell}^{*,(k)}(a)^{\prime}$. By construction of $H$, we then have

$$
\left|H\left(x_{*}^{\prime}\right)\right| \lesssim \alpha^{-d} f_{Q_{\ell}(a)^{\prime}}|H|^{2} \mathrm{~d} x^{\prime}+(\alpha \ell)^{2} \lesssim \alpha^{-d} t_{\theta} t \int_{Q_{\ell, t}^{*}(a)}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x+\alpha^{2} \ell^{2},
$$

and we can optimise in $\alpha$ to obtain

$$
\alpha=\left(\frac{t_{\tau} t}{\ell^{2}} \int_{Q_{\ell, t}^{*}(a)}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x\right)^{\frac{1}{d+2}},
$$

hence

$$
\left|H\left(x_{*}^{\prime}\right)\right|^{2} \lesssim \ell^{2}\left(\frac{t_{\theta} t}{\ell^{2}} \int_{Q_{\ell, t}^{*}(a)}\left(h-\bar{h}_{t}\right)^{2} \mathrm{~d} x\right)^{\frac{2}{d+2}},
$$

and by taking the supremum over all $x_{*}^{\prime} \in Q_{\rho}^{*}(a)^{\prime}$ we obtain

$$
\sup _{x_{*}^{\prime} \in Q_{\rho}^{*}(a)^{\prime}}\left|H\left(x_{*}^{\prime}\right)\right| \lesssim \ell^{2}\left(\theta^{\frac{3}{2}} f\left(Q_{\ell, t}^{*}(a)\right)\right)^{\frac{2}{d+2}}
$$

The rest of the proof now proceeds as the proof of Lemma 5.3.
5.2.3. The iterations. We are now in the position to iterate our one-step improvements.

Proposition 5.11 (Iteration - Version A). There exist universal constants $\epsilon \in(0,1)$ and $c_{L T} \geq 1$ (depending only on the dimension d) such that the following holds: if $f_{0}\left(Q_{L, T}\right) \leq \epsilon$ and $\ell \leq \frac{L}{4}$ is such that $\ell \geq c_{L T} T^{\frac{2}{3}}$, then

$$
\begin{equation*}
f_{0}\left(Q_{\ell, T}(a)\right) \lesssim f_{0}\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\ell^{2}} \tag{5.24}
\end{equation*}
$$

for any $a \in \mathbb{R}^{d} \times\{0\}$ such that $Q_{\ell, T}(a) \subseteq Q_{\frac{3}{4} L, T}$.
Remark 5.12. The choice $\ell \leq \frac{L}{4}$ and $a$ such that $Q_{\ell, T}(a) \subseteq Q_{\frac{3}{4} L, T}$, in particular $|a| \leq \frac{L}{2}$, is arbitrary at this point. Since the iteration is based on the interior one-step improvement Lemma 5.1 , we just have to make sure to have some positive distance to the boundary $\Gamma_{L, T}$.
Proof. W.l.o.g. let $a=0$ and fix $\theta \in\left(0, \frac{1}{4}\right]$. The general case can be obtained by applying Lemma 5.1 once with $a$ such that $Q_{\ell, T}(a) \subseteq Q_{\frac{3}{4} L, T}$ and then re-applying it for the fixed centre $a$.

Step 1 (Proof for cuboids with geometrically related side lengths). We first prove the bound (5.24) for $\ell=\ell_{N}:=\theta^{N} L$ for some $N \in \mathbb{N}$ and then extend the result to arbitrary $\ell$ such that $c_{L T} T^{\frac{2}{3}} \leq \ell \leq L$. More precisely, we prove inductively that there exists a universal constant $C_{0}<\infty$ such that for $k=0,1, \ldots, N$ there holds ${ }^{27}$

$$
\begin{equation*}
f_{0}\left(Q_{\ell_{k}, T}\right) \leq \theta^{k} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{L^{2}} \theta^{k-1} \sum_{0 \leq j \leq k-1} \theta^{-3 j} \tag{5.25}
\end{equation*}
$$

Note that the inequality holds trivially for $k=0$, so assume that (5.25) holds true for all $1 \leq k \leq K$ with $K \leq N-1$. By the induction hypothesis for $k=K$, we have that

$$
\begin{align*}
f_{0}\left(Q_{\ell_{K}, T}\right) & \leq \theta^{K} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{L^{2}} \theta^{K-1} \sum_{0 \leq j \leq K-1} \theta^{-3 j}  \tag{5.26}\\
& =\theta^{K} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{L^{2}} \theta^{-2(K-1)} \frac{1-\theta^{3 K}}{1-\theta^{3}} \\
& =\theta^{K} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{\ell^{2}} \theta^{2(N-K+1)} \frac{1-\theta^{3 K}}{1-\theta^{3}} .
\end{align*}
$$

[^18]Note that $\theta^{2(N-K+1)} \leq 1$ since $K \leq N-1$, hence, provided that $c_{L T}^{2} \geq \frac{2 C_{0}\left(1-\theta^{3}\right)}{\epsilon}$, we may bound

$$
f_{0}\left(Q_{\ell_{K}, T}\right) \leq \theta^{K} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{\ell^{2}} \frac{1}{1-\theta^{3}} \leq \theta^{K} f_{0}\left(Q_{L, T}\right)+\frac{C_{0}}{c_{L T}^{2}} \frac{1}{1-\theta^{3}} \leq 2^{-K} \epsilon+\frac{\epsilon}{2} \leq \epsilon
$$

We can therefore apply Lemma 5.1 to infer that

$$
f_{0}\left(Q_{\ell_{K+1}, T}\right) \leq \theta f_{0}\left(Q_{\ell_{K}, T}\right)+C_{\theta} \frac{T^{\frac{4}{3}}}{\ell_{K}^{2}}=\theta f_{0}\left(Q_{\ell_{K}, T}\right)+\frac{C_{\theta}}{\theta^{2 K}} \frac{T^{\frac{4}{3}}}{L^{2}}
$$

with $C_{\theta}$ the implicit constant in (5.9). Using (5.26), we then obtain

$$
\begin{aligned}
f_{0}\left(Q_{\ell_{K+1}, T}\right) & \leq \theta^{K+1} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{L^{2}} \theta^{K} \sum_{0 \leq j \leq K-1} \theta^{-3 j}+C_{\theta} \theta^{-2 K} \frac{T^{\frac{4}{3}}}{L^{2}} \\
& \leq \theta^{K+1} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{L^{2}} \theta^{K} \sum_{0 \leq j \leq K} \theta^{-3 j},
\end{aligned}
$$

where the last inequality holds provided that the constant $C_{0}$ is chosen such that $C_{0} \geq C_{\theta}$.
Finally, by taking $k=N$ in (5.25), we obtain

$$
\begin{aligned}
f_{0}\left(Q_{\ell, T}\right) & \leq \theta^{N} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{L^{2}} \theta^{N-1} \sum_{j=0}^{N-1} \theta^{-3 j}=\theta^{N} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{L^{2}} \theta^{-2(N-1)} \frac{1-\theta^{3 N}}{1-\theta^{3}} \\
& =\theta^{N} f_{0}\left(Q_{L, T}\right)+C_{0} \frac{T^{\frac{4}{3}}}{\ell^{2}} \theta^{2} \frac{1-\theta^{3 N}}{1-\theta^{3}} \lesssim f_{0}\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{\ell^{2}}
\end{aligned}
$$

Step 2 (General $\ell \leq \frac{L}{4}$ ). If $\ell$ is not of the form in Step 1 , then there exists an $N \in \mathbb{N}$ such that $\ell \in\left(\ell_{N+1}, \ell_{N}\right)$. But then we can bound

$$
f_{0}\left(Q_{\ell, T}\right) \leq\left(\frac{\ell_{N}}{\ell_{N+1}}\right)^{d+2} \frac{T^{2}}{\ell_{N}^{2}}\left(f_{Q_{\ell_{N}, T}}\left|\nabla^{\prime} m\right|+f_{Q_{\ell_{N}, T}} \frac{1}{2} h^{2} \mathrm{~d} x\right)=\theta^{-(d+2)} f_{0}\left(Q_{\ell_{N}, T}\right)
$$

hence (5.24) follows from Step 1.
Proposition 5.13 (Iteration - Version B). There exist universal constants $\epsilon, \delta \in(0,1)$ and $c_{\ell t} \geq 1$ (depending only on the dimension d) such that the following holds: if $f\left(Q_{L, T}\right) \leq \epsilon, n\left(Q_{L, T}\right) \leq \delta$, and $\ell \leq \frac{L}{8}, t \leq T$ are such that $\ell t^{-\frac{2}{3}}=L T^{-\frac{2}{3}} \geq c_{\ell t}$, then

$$
\begin{equation*}
f\left(Q_{\ell, t}(a)\right) \lesssim f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}}, \quad \text { and } \quad n\left(Q_{\ell, t}(a)\right) \lesssim n\left(Q_{L, T}\right)+\left(f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}}\right)^{\frac{1}{d+2}} \tag{5.27}
\end{equation*}
$$

for any $a \in \mathbb{R}^{d} \times\{0\}$ such that $Q_{\ell}^{\prime}(a) \subseteq Q_{\frac{3}{4} L}^{\prime}$.
Remark 5.14. As in the previous iteration, the choice $\ell \leq \frac{L}{8}$ and $a$ such that $Q_{\ell}^{\prime}(a) \subseteq Q_{\frac{3}{4} L}^{\prime}$ is arbitrary, as long as we make sure to stay away from the boundary $\Gamma_{L, T}$.

Proof. W.l.o.g. let $a=0$ and fix $\theta \in\left(0, \frac{1}{8}\right]$.
Step 1 (Proof for cuboids with geometrically related side lengths). We let $\ell_{k}:=\theta^{k} L, t_{k}:=\left(\theta^{\frac{3}{2}}\right)^{k} T$ for $k \in \mathbb{N}_{0}$. We assume that $\ell=\ell_{N}$ and hence also $t=t_{N}$ for some $N \in \mathbb{N}$, and extend the statement to arbitrary $\ell, t$ with fixed aspect ratio in Step 2. Note that

$$
\begin{equation*}
\frac{t_{k}^{\frac{4}{3}}}{\ell_{k}^{2}}=\frac{T^{\frac{4}{3}}}{L^{2}} \quad \text { for all } \quad k \in \mathbb{N} \tag{5.28}
\end{equation*}
$$

In view of Lemma 5.3 and Remark $5 \cdot 4$, we will prove inductively that, for $k=0,1, \ldots, N$, there holds ${ }^{28}$

$$
\begin{align*}
& f\left(Q_{\ell_{k}, t_{k}}\right) \leq \theta^{k} f\left(Q_{L, T}\right)+C \frac{T^{\frac{4}{3}}}{L^{2}} \sum_{0 \leq j \leq k-1} \theta^{j} \text { and }  \tag{5.29}\\
& n\left(Q_{\ell_{k}, t_{k}}\right) \leq \theta^{\frac{k}{2}} n\left(Q_{L, T}\right)+\widetilde{C} \sum_{0 \leq j \leq k-1} \theta^{\frac{j}{2}}\left(\theta^{k-j-1} f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}} \sum_{0 \leq i \leq k-j-2} \theta^{i}\right)^{\frac{1}{d+2}}
\end{align*}
$$

Observe that the inequalities trivially hold for $k=0$. Assume that (5.29) and (5.30) hold true for $0 \leq k \leq K$ with $K \leq N-1$. Let us first prove that (5.29) holds for $k=K+1$. By the assumption on level $K$, we have that

$$
\begin{equation*}
f\left(Q_{\ell_{K}, t_{K}}\right) \leq \theta^{K} f\left(Q_{L, T}\right)+C \frac{T^{\frac{4}{3}}}{L^{2}} \sum_{j=0}^{K-1} \theta^{j} \leq \theta^{K} f\left(Q_{L, T}\right)+\frac{C}{1-\theta} \frac{T^{\frac{4}{3}}}{L^{2}} \leq \epsilon \tag{5.31}
\end{equation*}
$$

provided that the constant in $L \gg T^{\frac{2}{3}}$ is chosen large enough. We can therefore apply Lemma 5.3 to infer

$$
f\left(Q_{\ell_{K+1}, t_{K+1}}\right) \leq \theta f\left(Q_{\ell_{K}, t_{K}}\right)+C_{\theta, f} \frac{t_{K}^{\frac{4}{3}}}{\ell_{K}^{2}}
$$

with $C_{\theta, f}$ the implicit constant in (5.9). Then, by inserting the first inequality in (5.31) and using (5.28), we obtain

$$
f\left(Q_{\ell_{K+1}, t_{K+1}}\right) \leq \theta^{K+1} f\left(Q_{L, T}\right)+C \frac{T^{\frac{4}{3}}}{L^{2}} \sum_{j=1}^{K} \theta^{j}+C_{\theta, f} \frac{T^{\frac{4}{3}}}{L^{2}} \leq \theta^{K+1} f\left(Q_{L, T}\right)+C \frac{T^{\frac{4}{3}}}{L^{2}} \sum_{j=0}^{K} \theta^{j},
$$

where the last inequality holds provided that the constant $C$ is chosen such that $C \geq C_{\theta, f}$.
Let us now prove that ( 5.30 ) holds for $k=K+1$. As before, we can estimate

$$
\begin{aligned}
n\left(Q_{\ell_{K}, t_{K}}\right) & \leq \theta^{\frac{K}{2}} n\left(Q_{L, T}\right)+\widetilde{C} \sum_{j=0}^{K-1} \theta^{\frac{j}{2}}\left(\theta^{K-j-1} f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}} \sum_{0 \leq i \leq K-j-2} \theta^{i}\right)^{\frac{1}{d+2}} \\
& \leq \theta^{\frac{K}{2}} n\left(Q_{L, T}\right)+\widetilde{C} \frac{\theta^{\frac{K-1}{d+2}}}{1-\theta^{\frac{d}{2(d+2)}}} f\left(Q_{L, T}\right)^{\frac{1}{d+2}}+\frac{\widetilde{C}}{1-\theta^{\frac{1}{2}}}\left(\frac{T^{\frac{4}{3}}}{L^{2}} \frac{1}{1-\theta}\right)^{\frac{1}{d+2}}
\end{aligned}
$$

hence $n\left(Q_{\ell_{K}, t_{K}}\right) \leq \delta$ provided $\epsilon$ is chosen small enough (depending on $\theta$ and $\delta$ fixed) and the constant in $L \gg T^{\frac{2}{3}}$ is chosen large enough. We can therefore apply Lemma 5.3 to infer

$$
n\left(Q_{\ell_{K+1}, t_{K+1}}\right) \leq \theta^{\frac{1}{2}} n\left(Q_{\ell_{K}, t_{K}}\right)+C_{\theta, n} f\left(\ell_{K}, t_{K}\right)^{\frac{1}{d+2}}
$$

[^19]with $C_{\theta, n}$ the implicit constant in (5.10). Combining with the induction hypotheses (5.30) and (5.29), we are led to
\[

$$
\begin{aligned}
n\left(Q_{\ell_{K+1}, t_{K+1}}\right) \leq & \theta^{\frac{1}{2}}\left(\theta^{\frac{K}{2}} n\left(Q_{L, T}\right)+\widetilde{C} \sum_{j=0}^{K-1} \theta^{\frac{j}{2}}\left(\theta^{K-j-1} f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}} \sum_{0 \leq i \leq K-j-2} \theta^{i}\right)^{\frac{1}{d+2}}\right) \\
& +C_{\theta, n}\left(\theta^{K} f\left(Q_{L, T}\right)+C \frac{T^{\frac{4}{3}}}{L^{2}} \sum_{i=0}^{K-1} \theta^{i}\right)^{\frac{1}{d+2}} \\
\leq & \theta^{\frac{K+1}{2}} n\left(Q_{L, T}\right)+\widetilde{C} \sum_{j=1}^{K} \theta^{\frac{j}{2}}\left(\theta^{K-j} f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}} \sum_{0 \leq i \leq K-j-1} \theta^{i}\right)^{\frac{1}{d+2}} \\
& +C_{\theta, n} C\left(\theta^{K} f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}} \sum_{i=0}^{K-1} \theta^{i}\right)^{\frac{1}{d+2}} \\
\leq & \theta^{\frac{K+1}{2}} n\left(Q_{L, T}\right)+\widetilde{C} \sum_{j=0}^{K} \theta^{\frac{j}{2}}\left(\theta^{K-j} f\left(Q_{L, T}\right)+\frac{T^{\frac{4}{3}}}{L^{2}} \sum_{0 \leq i \leq K-j-1} \theta^{i}\right)^{\frac{1}{d+2}},
\end{aligned}
$$
\]

provided we choose $\widetilde{C} \geq C_{\theta, n} C$. The result is thus proved.
Step 2 (General $\ell, t$ with fixed aspect ratio). If $\ell, t$ are not of the form in Step 1, then there exists an $N \in \mathbb{N}$ such that $\ell \in\left(\ell_{N+1}, \ell_{N}\right)$ and $t \in\left(t_{N+1}, t_{N}\right)$. By Lemma 5.6 we can estimate

$$
\begin{aligned}
f\left(Q_{\ell, t}\right) & =\frac{t^{2}}{\ell^{2}} f_{Q_{\ell, t}}\left|\nabla^{\prime} m\right|+\frac{t^{2}}{\ell^{2}} \int_{Q_{\ell, t}} \frac{1}{2}\left|h-\bar{h}_{t}\right|^{2} \mathrm{~d} x \leq \frac{t_{N}^{2}}{\ell^{2}} \int_{Q_{\ell, t_{N}}}\left|\nabla^{\prime} m\right|+\frac{t_{N}^{2}}{\ell^{2}} \int_{Q_{\ell, t_{N}}} \frac{1}{2}\left|h-\bar{h}_{t_{N}}\right|^{2} \mathrm{~d} x \\
& \leq\left(\frac{\ell_{N}}{\ell_{N+1}}\right)^{d+2} \frac{t_{N}^{2}}{\ell_{N}^{2}}\left(\int_{Q_{\ell_{N}, t_{N}}}\left|\nabla^{\prime} m\right|+\int_{Q_{\ell_{N}, t_{N}}} \frac{1}{2}\left|h-\bar{h}_{t_{N}}\right|^{2} \mathrm{~d} x\right)=\theta^{-(d+2)} f\left(Q_{\ell_{N}, t_{N}}\right) .
\end{aligned}
$$

Similarly, following the line of argument in Step 5.B of the proof of the one-step improvement, we may bound

$$
n\left(Q_{\ell, t}\right) \lesssim \theta^{-1}\left(n\left(Q_{\ell_{N}, t_{N}}\right)+f\left(Q_{\ell_{N}, t_{N}}\right)^{\frac{1}{d+2}}\right),
$$

hence (5.27) follows from Step 1.
Proposition 5.15 (Iteration - Version C at the boundary). There exist universal constants $\epsilon, \delta \in(0,1)$ and $c_{\ell t} \geq 1$ (depending only on the dimension d) such that the following holds: if $f\left(Q_{L, T}^{*}(a)\right) \leq \epsilon$, $n\left(Q_{L, T}^{*}(a)\right) \leq \delta$, for $a \in \Gamma_{L, T} \cap\left\{x_{d+1}=0\right\}$, and $\ell \leq L, t \leq T$ are such that $\ell t^{-\frac{2}{3}}=L T^{-\frac{2}{3}} \geq c_{\ell t}$, then

$$
f\left(Q_{\ell, t}^{*}(a)\right) \lesssim f\left(Q_{L, T}^{*}(a)\right)+\frac{T^{\frac{4}{3}}}{L^{2}}, \quad \text { and } \quad n\left(Q_{\ell, t}^{*}(a)\right) \lesssim n\left(Q_{L, T}^{*}(a)\right)+\left(f\left(Q_{L, T}^{*}(a)\right)+\frac{T^{\frac{4}{3}}}{L^{2}}\right)^{\frac{1}{d+2}}
$$

Proof. The proof of Proposition 5.15 is a minor modification of the proof of Proposition $5 \cdot 13$, using the boundary one-step improvement (Lemma 5.8) instead of the interior one-step improvement (Lemma 5.3).
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## Appendix A. A useful elliptic estimate

Lemma A.1. Let $Q^{\prime}=(0,1)^{d}, f \in L^{2}\left(Q^{\prime}\right)$ and $H=\left\{a_{1}\right\} \times X_{j=2}^{d}\left(a_{j}, b_{j}\right) \subset Q^{\prime}$. Let $u$ be the unique solution of the elliptic Neumann problem

$$
\begin{align*}
-\Delta^{\prime} u & =f-\left(\frac{1}{|H|} \int_{Q^{\prime}} f \mathrm{~d} x^{\prime}\right) \mathcal{H}^{d-1} L_{H} & & \text { in } Q^{\prime}  \tag{A.1}\\
-\nabla^{\prime} u \cdot v^{\prime} & =0 & & \text { on } \partial Q^{\prime}
\end{align*}
$$

with zero average $\int_{Q^{\prime}} u \mathrm{~d} x^{\prime}=0$. Then

$$
\begin{equation*}
\int_{Q^{\prime}}\left|\nabla^{\prime} u\right|^{2} \mathrm{~d} x^{\prime} \lesssim \frac{1}{|H|} \int_{Q^{\prime}} f^{2} \mathrm{~d} x^{\prime} \tag{A.2}
\end{equation*}
$$

While this result is rather standard, we give a proof for the convenience of the reader.
Proof. Note that the right-hand side of the PDE in (A.1) lies in the negative-order Sobolev space $H^{-1}\left(Q^{\prime}\right) \simeq H_{0}^{1}\left(Q^{\prime}\right)^{*}$. Indeed, let $\varphi \in \mathcal{C}_{c}^{1}\left(Q^{\prime}\right)$, then

$$
\int_{Q^{\prime}} \varphi \mathrm{d} \mathcal{H}^{d-1} L_{H}=\lim _{\epsilon \downarrow 0} \frac{1}{\epsilon} \int_{Q^{\prime}} \varphi \chi_{\epsilon} \mathrm{d} x^{\prime}
$$

where $\chi_{\epsilon}\left(x^{\prime}\right):=\mathbf{1}_{\left(a_{1}, a_{1}+\epsilon\right)}\left(x_{1}\right) \prod_{j=2}^{d} \mathbf{1}_{\left(a_{j}, b_{j}\right)}\left(x_{j}\right) .{ }^{29}$ Define $\xi_{\epsilon}\left(x_{1}\right):=\mathbf{1}_{\left(a_{1}, a_{1}+\epsilon\right)}\left(x_{1}\right)\left(x_{1}-a_{1}\right)+$ $\mathbf{1}_{\left(a_{1}+\epsilon, 1\right)}\left(x_{1}\right) \epsilon$, then $\mathbf{1}_{\left(a_{1}, a_{1}+\epsilon\right)}=\xi_{\epsilon}^{\prime}$ and integration by parts yields

$$
\frac{1}{\epsilon} \int_{Q^{\prime}} \varphi \chi_{\epsilon} \mathrm{d} x^{\prime}=-\frac{1}{\epsilon} \int_{Q^{\prime}} \partial_{1} \varphi\left(x^{\prime}\right) \xi_{\epsilon}\left(x_{1}\right) \prod_{j=2}^{d} \mathbf{1}_{\left(a_{j}, b_{j}\right)}\left(x_{j}\right) \mathrm{d} x^{\prime}
$$

Hence, by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\left|\frac{1}{\epsilon} \int_{Q^{\prime}} \varphi \chi_{\epsilon} \mathrm{d} x^{\prime}\right|^{2} & \leq\left(\frac{1}{\epsilon^{2}} \int_{Q^{\prime}} \xi_{\epsilon}^{2}\left(x_{1}\right) \prod_{j=2}^{d} \mathbf{1}_{\left(a_{j}, b_{j}\right)}\left(x_{j}\right) \mathrm{d} x^{\prime}\right) \int_{Q^{\prime}}\left|\partial_{1} \varphi\right|^{2} \mathrm{~d} x^{\prime} \\
& \leq\left(\prod_{j=2}^{d}\left(b_{j}-a_{j}\right) \frac{1}{\epsilon^{2}} \int_{0}^{1} \xi_{\epsilon}\left(x_{1}\right)^{2} \mathrm{~d} x_{1}\right) \int_{Q^{\prime}}\left|\nabla^{\prime} \varphi\right|^{2} \mathrm{~d} x^{\prime} \\
& =|H|\left(1-a_{1}-\frac{2 \epsilon}{3}\right) \int_{Q^{\prime}}\left|\nabla^{\prime} \varphi\right|^{2} \mathrm{~d} x^{\prime} \leq|H| \int_{Q^{\prime}}\left|\nabla^{\prime} \varphi\right|^{2} \mathrm{~d} x^{\prime}
\end{aligned}
$$

It follows that $\left|\int_{Q^{\prime}} \varphi \mathrm{d} \mathcal{H}^{d-1} L_{H}\right| \leq|H|^{\frac{1}{2}}\left\|\nabla^{\prime} \varphi\right\|_{L^{2}\left(Q^{\prime}\right)}$ for all $\varphi \in C_{c}^{1}\left(Q^{\prime}\right)$.
We may now estimate

$$
\begin{aligned}
\left|\int_{Q^{\prime}} \nabla^{\prime} u \cdot \nabla^{\prime} \varphi \mathrm{d} x^{\prime}\right| & \stackrel{(\mathrm{A} .1)}{=}\left|\int_{Q^{\prime}} f \varphi \mathrm{~d} x^{\prime}-\left(\frac{1}{|H|} \int_{Q^{\prime}} f \mathrm{~d} x^{\prime}\right) \int_{Q^{\prime}} \varphi \mathrm{d} \mathcal{H}^{d-1} L_{H}\right| \\
& \leq\|f\|_{L^{2}\left(Q^{\prime}\right)}\|\varphi\|_{L^{2}\left(Q^{\prime}\right)}+\left(\frac{1}{|H|} \int_{Q^{\prime}} f \mathrm{~d} x^{\prime}\right)|H|^{\frac{1}{2}}\left\|\nabla^{\prime} \varphi\right\|_{L^{2}\left(Q^{\prime}\right)} \\
& \stackrel{\text { Poincaré }}{\Sigma}|H|^{-\frac{1}{2}}\|f\|_{L^{2}\left(Q^{\prime}\right)}\left\|\nabla^{\prime} \varphi\right\|_{L^{2}\left(Q^{\prime}\right)}
\end{aligned}
$$

Taking the supremum over all $\varphi \in C_{c}^{1}\left(Q^{\prime}\right)$ yields (A.2).

[^20]
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[^1]:    ${ }^{1}$ This is actually the point of view that we will take in the remainder of the article.

[^2]:    ${ }^{2}$ In fact, our initial motivation was to understand some of the results contained in the Ph.D. thesis of Viehmann.

[^3]:    ${ }^{3}$ For some technical reasons their result does not provide a full $\Gamma$-convergence result, see [OV10, Theorem 2].

[^4]:    4The curl-free condition on $h$ is enforced by the minimisation, see Remark 2.2.
    ${ }^{5}$ In the case $d=2$ with periodic boundary conditions this can already be found in [Vieog], while an analogous statement for $d=1$ is contained in the classic work [KM94].
    ${ }^{6}$ By a universal constant we always mean a constant that only depends on the dimension $d$, but not on any system parameter (like $L, T$ ).

[^5]:    ${ }^{7}$ To be precise, the constant $c_{s}$ only depends on the dimension $d$, while $C_{s}$ depends on $d$ and $C_{\ell t}$.
    ${ }^{8}$ Notice that when $\theta=1$ we recover the case analysed in this paper.

[^6]:    ${ }^{9}$ In the case of zero-flux boundary conditions, an extra iteration for cuboids centred at the boundary $\Gamma_{L, T}$ is needed.

[^7]:    ${ }^{10}$ That is, they satisfy in the sense of distributions $\partial_{d+1} m+\nabla^{\prime} \cdot h=0$ in $Q_{L, T}$, with lateral flux boundary conditions $h \cdot v=g$ on $\Gamma_{L, T}$ and top/bottom boundary conditions $m\left(\cdot, x_{d+1}\right) \stackrel{*}{\rightarrow} m^{B, T}$ as $x_{d+1} \rightarrow 0, T$.
    ${ }^{11} \mathrm{With} v^{\prime} \in \mathbb{R}^{d}$ we will always denote the outer unit normal to $\Gamma_{L, T}$ (respectively $\Gamma_{\ell, t}(a)$ ).

[^8]:    ${ }^{12}$ Note that the equation is solvable by (2.2).

[^9]:    ${ }^{13}$ The assumption may appear asymmetric in terms of $H^{B}$ and $H^{T}$. However, in view of Lemma 2.4, control on $H^{B}$ and the cumulated field implies control on $H^{T}$ as well.
    ${ }^{14}$ Hereafter we use the symbol $\lesssim$ to indicate that the inequality holds up to a dimensional constant.

[^10]:    ${ }^{15}$ This follows from maximal $L^{p}$ regularity, which implies that $H^{B},-\nabla^{\prime} v_{0} \in W^{1, p}\left(Q_{L}^{\prime}\right)$ for any $p<\infty$, and therefore $H^{B},-\nabla^{\prime} v_{0} \in C^{0, \alpha}\left(Q_{L}^{\prime}\right)$ for any $\alpha \in(0,1)$ by Morrey's inequality.
    ${ }^{16}$ It is important in the following estimates on the $L^{2}$ norm of the fields to keep the r.h.s. localised to a plaquette, because we have to sum over all boundary plaquettes in the end, in order to not pick up a term that cancels the small factor in the final estimate.

[^11]:    ${ }^{18}$ This argument is a bit formal, since strictly speaking $\bar{m}$ is only a function of bounded variation. However, it can be made rigorous with little effort.
    ${ }^{19}$ Indeed, this follows from maximal $L^{p}$ regularity for $v_{2}$ using that $\partial_{d+1} m_{r}\left(\cdot, x_{d+1}\right) \in L^{p}\left(P_{r}^{\prime}\right)$ for a.e. $x_{d+1} \in[0, T]$ and $p \geq 1$, combined with the Sobolev embedding $h_{2}\left(\cdot, x_{d+1}\right)=-\nabla^{\prime} v_{2}\left(\cdot, x_{d+1}\right) \in W^{1, p}\left(P_{r}^{\prime}\right) \hookrightarrow L^{\infty}\left(P_{r}^{\prime}\right)$.

[^12]:    ${ }^{2 \mathrm{O}}$ Notice that $\bar{M}$ does not depend on $y^{\prime}$ for $y_{3} \in\left[\frac{1}{2}, 1\right]$.

[^13]:    ${ }^{21}$ Recall that this requires the constant $C_{L T}$ in the relation $L \geq C_{L T} T^{\frac{2}{3}}$ to be large enough.

[^14]:    ${ }^{22}$ With the convention that $[a, b]^{0}=\emptyset$.

[^15]:    ${ }^{23}$ Recall that $\bar{h}_{t}$ is the solution of the over-relaxed problem introduced in Section 2.1.

[^16]:    ${ }^{24}$ In fact, $\bar{h}_{t}$ is the solution to the over-relaxed problem introduced in Section 2.1, which makes this approach similar to [ $\mathrm{BJO}_{22}$ ].

[^17]:    ${ }^{25}$ In fact, given any constant $A<\infty$ we may choose $\epsilon$ to satisfy $\epsilon \leq \frac{\delta^{d+2}}{A}$.
    ${ }^{26}$ As before, we will write $Q_{\ell}^{*}(a)^{\prime}:=Q_{\ell}^{\prime}(a) \cap Q_{L}^{\prime}$ for the projection of $Q_{\ell, s}^{*}(a)$ to the first $d$ coordinates, and $\Gamma_{\ell, s}^{*}(a):=\partial Q_{\ell}^{*}(a)^{\prime} \times[0, s]$ for the lateral boundary.

[^18]:    ${ }^{27}$ With the convention that a summation over the empty set is equal to zero.

[^19]:    ${ }^{28}$ With the convention that a summation over the empty set is equal to zero.

[^20]:    ${ }^{29}$ W.l.o.g. we assume that $a_{1}<1$, for $a_{1}=1$ use $\chi_{\epsilon}\left(x^{\prime}\right):=\mathbf{1}_{\left(a_{1}-\epsilon, a_{1}\right)}\left(x_{1}\right) \prod_{j=2}^{d} \mathbf{1}_{\left(a_{j}, b_{j}\right)}\left(x_{j}\right)$.

